Chapter 1

Multiple Random Variables:[?, 7, 7]

1.1

Bivariate-cdf and pdf:

Introduction

When one measurement is made on each observation, univariate analysis is applied.
If more than one measurement is made on each observation, multivariate analysis is applied.

The two measurements will be called X and Y . Since X and Y are obtained for each observation,
the data for one observation is the pair (X, Y ).

Some examples:

Height (X) and weight (Y ) are measured for each individual in a sample.
If more than one measurement is made on each observation, multivariate analysis is applied.

The two measurements will be called X and Y . Since X and Y are obtained for each observation,
the data for one observation is the pair (X, Y ).

Temperature (X) and precipitation (Y ) are measured on a given day at a set of weather stations.

The distribution of X and the distribution of Y can be considered individually using univariate
methods. That is, we can analyze
Xla XZ: ey Xn

1,Y,,...,.Y,

using CDF's, densities, quantile functions, etc. Any property that described the behavior of the X;
values alone or the Y; values alone is called marginal property.

The two measurements will be called X and Y . Since X and Y are obtained for each observation,
the data for one observation is the pair (X, Y ).

For example the ECDF Fx(t) of X, the quantile function Qy (p) of Y, the sample standard deviation
of oy of Y , and the sample mean X of X are all marginal properties.

Consider a continuous random variables X and Y, then their joint cumulative distribution function
(cdf) is defined as:

Fxy(z,y) = P{(X <z, Y <y)}

The marginal cdf can be obtained from the joint distribution as:

Fx(z) = P(X <z Y <) =Fxy(z,00)
Fy(y) = P(X <00, Y <y)=Fxy(co,y)

<



1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

Properties of Bivariate Cumulative Density Function (Bivariate cdf)

1. If x and y are very large then the bivariate cdf is

Fxy(oo,0) = P{X <00,Y <o0}=1

2. The range of cdf is
0< Fyy(z,y) <1

3. The impossible events are

ny(—oo, —OO) = P{X < —OO,Y < —OO} =0
Fyy(=00,y) = P{a(Y <y)} = P(2)=0
ny(-ﬁ, _OO) = 0

4. Marginal cdfs are

Fxy(oo,y) = P{SN(Y <y)=Fy(y)
Fxy(xz,00) = P{SN(X <z)=Fx(x)

Independent random variables :
Two random variablesX and Y are said to be independent if
Fxy(z,y) = Fx(@)Fy(y) for all z and y

1.1.1 Bivariate Probability Density Function (Bivariate PDF)

Bivariate probability density function (bivariate pdf) is defined as derivative of bivariate cdf and is
expressed as

82
= —F 1.1
The inverse relation of 1.2 is
Y T
ny(x, y) = / / fXY(U, U)dud’l) (12)

Properties of Bivariate Probability Density Function (Bivariate cdf)

1. The volume of the bivariate pdf is 1 i.e.,
fxy(o0,00) = / / Ixy(z,y)dzdy =1

2. The Fxy(z,y) is a non decreasing function

[xy(z,y) >0

Y2 2
Pl < X <@, 1 <Y <ip} = / / I[xy (z,y)dzdy
Y1 x1
4. Marginal pdfs are
fx(z) = / fxy(z,y)dy

Yy
fry) = fxy(z,y)dx

T

a=h
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

Independent random variables :

Two random variablesX and Y are said to be independent if

fxy(z,y) = fx(@)fy(y) forall xandy
» . 0 9

=
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

3.17. The joint pdf of a bivariate r.v X,Y is given by

[ k(z4+y) O0<z<2 0<y<2
Fxv(@,y) = { 0 otherwise
where k is a constant
[a.] Find the value of k
[b.] Find the marginal pdf’s of X and Y
[c.] Are X and Y independent ?  [?]
Solution: c.
a. 1 1 1 1
It is given that fxy(z,y) = k(z + y) is joint pdf, x@h) = 7@+ x3@+1)
1
then = S+
| ] ekt day = 1
— 00 —00 1
fxv(z,y) = §x+w 0<z<2 0<y<2
2 (2 27 2
k(x +vy) dedy = k/ / + d} d
/0 /o (@ +y) dedy 0 [ 0 (@ +y)da| dy fxy(@y) # fx(@)fv(y)
2 2
= k / [% + zy)2 dy Hence X and Y are not independent
0
2
1 = k/ (24 2y) dy
0
2
= kl2y+2 3
1 = 8k
_ !
8

fxv(z,y) (r+y) 0<z<2 0<y<?2

fx(@) = k/0<a:+y> dy

= Klay+ 53
4
1
= Z[a:—kl} 0<z<2

2
fr(y) = k/o(ery) dx
:L'2
= k‘[?—l—:ny]%
= k5 + 20 = G2y +2)
= %@+H 0<y<?2

a=h
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

3.18. The joint pdf of a bivariate r.v X,Y is By symmetry

given by
MY®w%={hw 0<x<1p<y<1 ly) = 2y O<w<l
0 otherwise
where k is a constant
[a.] Find the value of k. Ix(@1v @) Z iiyx 2
[b.] Are X and Y independent ? fxy(z,y) = day
[c.] Find P(X +Y <1). [7] fxy(z,y) = fx(@)fy(y)
Solution: Hence X and Y are independent
y c. P(X+Y <1)

The details of the limits are as shown in Figure 1.1
(b) By taking line BC. Considering y varies from 0
to 1 and «x is a variable its lower limit is 0 and its
upper limit is

(0,0) (1,00 11=0,y1=1, 22=1, 4p=0
' (a) ’
Y2~
@ Yy—y = (iU — 33‘1)
o — I1
0-1
—1 = _
Y oY
y-1 = —x
r = 1—y
(1,0
1 prl-y 1 1—y
/ kxy dedy = ky / [ / mydm] dy
Figure 1.1 o Jo 01 20
a. The value of k _ ky/ [%]é,y dy
It is given that fy,(z,y) = kzy is joint pdf, then 0

_ Lo \2
/ / f(z,y) kxydedy = 1 N 4y/0 2(1 y)" dy

1,1
/ / kxy dxdy = [ xydx} dy 1
0 0 — 2/ (y_2y2+y3)dy
1952 ) 0
— | =
| gl e AT
= 2|5 -2 + =]
lyd 2 3 471,
1 = k[ =
J 3 1
2 6
Y
= k[z](l):*k
E = 4
fxv(z,y) = 4oy 0<z2x<2 0<y<2

b. Are X and Y independent 7

1
fx(z) = k:/o zy dy

:4[
= 2r O<ax<l1

=
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

2. The joint pdf fxy(x,y) = c a constant, when 0 < z < 3 and 0 < y < 3, and is 0 otherwise
[a.] What is the value of of the constant ¢ ?
[b.] What are the pdf for X and Y ?
[c.] What is Fxy(z,y) when 0 <z <3 and 0 <y < 3?
[d.] What are Fxy(x,00) and Fy(c0,y)?
[e.] Are X and Y independent ?  [?]

Solution: d.

a.What is the value of of the constant ¢
It is given that fxy(z,y) = c is joint pdf, then

/OO flz,y) dedy = 1

3 3
/ / cdxdy = c
0o Jo

1 = ¢
1 =

fXY(xv y) =

b. What are the pdf for X and Y ? -

ow

dv

/Sm

cf |
0
3 3
fx(z) = c/ 1dy = yc/ dv:yc[v]g
0 0
= c[yd=cx3 — 32, =Y 3
1 o/ T3 VSVS
= - 0O<z<3
3 e.
From the above equations it is observed that
P = e[ 1a Ix@ ) = $xz=1
0 3 3 9
= Cfi=cx3 fev(ey) = o
1
= 3 0<y<3 fxv(zy) = fx(@)fv(y)
c. Therefore X and Y are independent. Similarly it is
S observed that
Fxy(z,y) = ¢ / dudv
0 Fx(x)Fy(y) = Fxy(z,y)

= Cy/ dv = cy [v]
0

1
= -z
9y

O<zx <3,

0 <y <3,

@
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

3. The joint pdf f,,(z,y) = c a constant, when 0 <z < 3 and 0 < y < 4, and is 0 otherwise
[a.] What is the value of of the constant ¢ ?
[b.] What are the pdf for X and Y ?
[c.] What is F,,(z,y) when 0 <2 <3 and 0 <y < 47
[d.] What are F,(z,00) and F,,(co,y)?
[e.] Are X and Y independent ?  [?]

Solution: d.

a.
It is given that f.,(z,y) = c is joint pdf, then Fx(z) = Fyy(z,00) = C/x /4 dudv
o Jo

/O:of(a:,y) dody =1 = c/oz [/04 du] dv
/04/030d:vdy _ 0/04[/031&6} dy = 0/0 lylo dv

4 ”” "
_ c/ [2]3 dy = 46/0 dv = 4c vl
0

4 — oy %
1 = c/3dy:3c[y]é = 412x =3 O0<z<3
0

1 = 12¢

1
c = —

12 .

b. Fy(y) = ny(oo,y):c// dudv
0 0

fx(x) = 0/041dy = c/og[,/oy du] dv

3
1 = 0 d
= - 0<x<3 C/O wlo dv
3 3
3 = yc/ dv = ye[v]3
fy(y) = c/ 1 dx 0
0 — 3l =Y pcy<s
= c[yp=cx3 - 0Y T Y
1
= - 0O<y<d4
4 From the above equations it is observed that
c.
Ty
Fxy(.y) = C/O /0 dudv fx(@)fy(y) = fxv(z,y)
T oy
:c/{/du}dv ) o o
0 0 Therefore X and Y are independent. Similarly it is
_ . / r [u]g o observed that
0
T
= cy/ dv = cy [v] Fx(x)Fy(y) = Fxv(z,y)
0

= —xy 0O0<z<3, 0<y<d4,

@
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

4. The joint pdf f,,(z,y) = ¢ a constant, when 0 <z <2 and 0 <y < 3, and is 0 otherwise
[a.] What is the value of of the constant ¢ ?
[b.] What are the pdf for X and Y ?
[c.] What is F,,(z,y) when 0 <2 <2 and 0 <y < 37
[d.] What are F,(z,00) and F,,(co,y)?
[e.] Are X and Y independent ?  [?]

Solution: d.

a.
It is given that f.,(z,y) = c is joint pdf, then Fx(z) = Fyy(z,00) = C/x /5 dudv
o Jo

/O:of(a:,y) dody =1 = c/oz [/03 du] dv
/Og/OQCd:vdy _ 0/03[/021%} dy = 0/0 lylg dv

3 * ©
_ c/ [2)2 dy = 46/0 dv = 3c[v]
0

1
= 4za =§ 0<az<?2

1 = 6¢
1
c = =
6 -
b. Fy(y) = ny(oo,y):c// dudv
3 0 0
Fxle) = C/o by = 0/2 Uy du] dv
0 0

2
1 — Y
= - 0<z2<2 C/O [ylo dv
2 2
2 = yc dv = ye[v]2
fry) = c/ 1dz 0
0 — 3ty —¥ gcy<s
= c[yp=cx2 - 7Y T3 Y
1
= - 0O<y<3
3 From the above equations it is observed that
c.
Ty
Fxv(@y) = C/O /0 dudv fx(@)fy(y) = fxv(z,y)
T ry
0 0 Therefore X and Y are independent. Similarly it is
_ . / r [u]g o observed that
0
x
= Cy/ dvzcy [U]g FX(IL’)Fy(y) = FXY(:I:7y)
0

@
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

5. A bivariate pdf for the discrete random variables. X and Y is
0.26(z)d(y) + 0.36(x — 1)d(y) + 0.35(z)d(y — 1) + cd(x — 1)d(y — 1)
[a.] What is the value of of the constant ¢ ?
[b.] What are the pdf for X and YV ?
[c.] What is Fxy(z,y) when 0 <z <1land 0 <y <1?
[d.] What are Fxy(z,00) and Fxy(c0,y)?
[e.] Are X and Y independent ?  [?]

Solution:

fxy(zyy) = 0.26(x)d(y) +0.30(z — 1)d(y) + 0.35(x)0(y — 1) + cd(xz — 1)d(y — 1)

a.
It is given that the given function is bivariate pdf then,

1 = 02403+03+c¢
c = 1-0.8
c = 0.2

Hence given function is

0.26(x)d(y) + 0.30(x — 1)d(y) + 0.30(z)d(y — 1) + 0.25(x — 1)o(y — 1)

b.
fx(x) = 0.20(x)+0.30(x — 1)+ 0.30(x) +0.25(x — 1)
= 0.50(z) +0.50(z — 1)
Fr(y) = 0.20(y) +0.30(y) +0.35(y — 1) + 0.26(y — 1)
— 0.50(y) +0.55(y — 1)
Fxy(z,y) = 02 0<zxz<land 0<y<1
d.
flz,y) = 0.26(x)d(y) +0.30(x — 1)0(y) + 0.36(x)d(y — 1) + 0.26(x — 1)d(y — 1)
Fx(x) = 0.5u(z)+ 0.5u(x — 1)
Fy(y) = 0.5u(y) +0.5u(y — 1)

fx(@)fy(y) = [0.56(x)+ 0.56(z — 1)][0.56(y) + 0.56(y — 1)]
= 0.250(z)d(y) + 0.256(x — 1)6(y) + 0.256(x)d(y — 1) + 0.250(z — 1)d(y — 1)

From the above equations it is observed that

fx(@)fy(y) # fxv(z,y)

Therefore X and Y are not independent.

@
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

6. A bivariate pdf for the discrete random variables. X and Y is
0.35(z)d(y) + 0.26(x — 1)d(y) + 0.35(z)d(y — 1) + cd(x — 1)d(y — 1)
[a.] What is the value of of the constant ¢ ?
[b.] What are the pdf for X and YV ?
[c.] What is Fxy(z,y) when 0 <z <1land 0 <y <1?
[d.] What are Fxy(z,00) and Fxy(c0,y)?
[e.] Are X and Y independent ?  [?]

Solution:

Ixy(z,y) = 0.36(x)d(y) +0.20(x — 1)6(y) + 0.30(z)0(y — 1) + cd(xz — 1)d(y — 1)

a.
It is given that the given function is bivariate pdf then,

1 = 034+024+03+c¢
c = 1-0.8
c = 0.2

Hence given function is

fxv(z,y) = 0.30(z)é(y) +0.25(z — 1)d(y) +0.30(z)dé(y — 1) + 0.20(x — 1)o(y — 1)

b.
fx(x) = 0.30(x)+0.20(x—1)+0.30(x) +0.25(x — 1)
= 0.60(z)+0.46(z — 1)
Fr(y) = 0.38(y) +0.26(y) +0.35(y — 1) + 0.26(y — 1)
= 0.50(y) +0.55(y — 1)
Fxy(z,y) = 03 0<zxz<land 0<y<1
d.
flz,y) = 0.36(x)d(y) + 0.26(x — 1)0(y) + 0.36(x)d(y — 1) + 0.26(x — 1)d(y — 1)
Fx(z) = 0.6u(zr)+ 0.4u(x —1)
Fy(y) = 0.5u(y) +0.5u(y — 1)

fx(@)fy(y) = [0.66(x)+ 0.46(x — 1)][0.56(y) + 0.50(y — 1)]
= 0.30(z)d(y) +0.26(x — 1)d(y) + 0.36(x)d(y — 1) + 0.20(z — 1)d(y — 1)

From the above equations it is observed that

fx(@) fy(y) # fxv(z,y)

Therefore X and Y are not independent.

o
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

7. A bivariate pdf for the discrete random variables. X and Y is
0.26(x)d(y) + 0.30(x — 1)d(y) + 0.26(x)d(y — 1) + cd(x — 1)d(y — 1)
[a.] What is the value of of the constant ¢ ?
[b.] What are the pdf for X and YV 7
[c.] What is Fxy(z,y) when 0 <z <1land 0 <y < 1?
[d.] What are Fxy(z,00) and Fxy(0c0,y)?

[e.] Are X and Y independent ?  [?]

Solution:

Ixv(z,y) = 0.20(x)é(y) +0.36(x — 1)d(y) + 0.20(x)d(y — 1) + cd(z — 1)d(y — 1)

a.
It is given that the given function is bivariate pdf then,

1 = 02+03+02+c¢
c = 1-0.7=03

Hence given function is

Ixv(z,y) = 0.20(x)d(y) +0.35(x — 1)d(y) + 0.20(x)d(y — 1) + cd(z — 1)d(y — 1)

b.
fx(x) = 026(x)+0.30(x—1)+0.25(x) + 0.20(z — 1)
0.46(x) +0.66(x — 1)
fr(y) = 0.20(y) +0.36(y) +0.20(y — 1) + 0.36(y — 1)
= 0.56(y) + 0.56(y — 1)
c.
Fxy(z,y) = 02 0<z<land 0<y<1
d.

flz,y) = 0.26(x)é(y) + 0.30(z — 1)d(y) +0.26(x)d(y — 1) + cd(z — 1)6(y — 1)
Fx(z) 0.4u(z) + 0.6u(x — 1)
Fy(y) = 0.5u(y) + 0.5u(y — 1)

fx(z)fy(y) = [0.46(z) 4+ 0.65(z — 1)][0.56(y) + 0.55(y — 1)]
= 0.26(z)d(y) +0.36(x — 1)d(y) + 0.26(z)d(y — 1) +0.30(z — 1)d(y — 1)

From the above equations it is observed that

fx@)fyly) # fxv(z,y)

Therefore X and Y are not independent.

o
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1.1. Bivariate-cdf and pdf:

Chapter 1. Multiple Random Variables:[?, 7, 7]

Example 3.5. Given A bivariate pdf for the discrete random variables. X and Y is

1
1.42837°C

fxv(zy)

Trp | —

(22 — 14zy + y?)
1.02

—oco<z, y<oo

[a.] What are the pdf for X and Y ?

[b.] Fxy(oo,00) = [% [T fxy(z,y)dedy =1
[c.] Are X and Y independent ?  [?]

Solution:

a) The pdf for X and Y
a=1,b=14,c=1

y? — 2 x 0.7zy + 0.492% 4 0.512°
(y — 0.72)% + 0.5122

2?2 — Ldxy + 92

(y — 0.72)% + 0.5122)
1.02

exp [—

Ixy(zy) } —oo <z, y< oo

1.42837

fx(x)

1.4283~7

/_ Ixy (zy)dy
1

(y —0.72)2
1.02

9 o0
e 057 / exp [—
—00

o

Also

2% — 2 x 0.7zy + 0.49y? + 0.51y>
(z —0.7y)* + 0.51y?

22 — Ldzy +o°

o
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

a) The pdf for Y

[_ ((z — 0.7y)% + 0.51y?)

102 ] —oco<zx, y<oo

Fxv(wy) 142837 "

fr(y) —/ fxy (zy)d
= e 05 / h exp [—@_W} dx

1.42837 o 1.02
u_x—0.Ty
V2 V/1.02

Also
o0 2
1/ e rdy = 1
27 J—o
00 2
/ e 2dz = V2«
1.02
WO = e e | ]d
_ 1 —osy? (102
T 1.4283n° V2 VAT
_ 1 6_0.5y2
V2T
_ 1 eV /2
V2T
b.
Fxy (00, 00) = f f fxy(z,y)dxdy =1
/ / fxy(zy)dedy =
- / [/ friy dy] dz
b 1 _2/2
= fx(z) Y/ %dy | dx
—/ fx(x)dx
> 1 2
_ —x /2d
= e T
—o0o V2T

c. Are X and Y independent

ah
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

2 2
v (@) 1 o {_ (x* — L4xy + y*)

1.42837° 1.02 ] TSI YS o

Px() fr(y) = [%x?ﬂ] [161/2/2}

V2T V2T
1 _ 12+y2
frg [ 2
V2T

Ixv(zy) # fx(@)fy(y)

Bivariate random variables X and Y are not independent

8. Given A bivariate pdf for the discrete random variables. X and Y is

1 (22 + 1.4zy + y?) - -
1.42837 P 1.02 oS T Y s e

Ixv (zy)

[a.] What are the pdf for X and Y 7
[b.] Fxy(oo,00) [Z [T fxy(z,y)dedy =1
[c.] Are X and Y independent ?  [?]

Solution: a=1,b=14,c=1

a.

2?2+ 1ld4zy+9y° = 2 +2x0.7zy + (0.72) + 0.5122
= (y+0.72)% + 0.512>

z)? 5la?
fxy (zy) p[_(y+0.7) +0.5122)

1.42837" 1.02 } Toosm s

fx(@) = /_OO fxy (zy)dy
1

0 2
_ —0.522 ~(y+0.72)
T 142837°¢ /_OO «rp [ T2 | W

Also

o
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1.1. Bivariate-cdf and pdf:

Chapter 1. Multiple Random Variables:[?, 7, 7]

1
1.4283~7

1

1.42837
1

V2T
1

V2r

fx(x)

e

22 4 14zy + y>

(z +0.7y)* + 0.51y?)

[1.02 [ 2
o 0-527 0 / exp [_u} du
2 oo 2

—0.5x2

—z2/2

2% 4+ 2 x 0.72y + (0.7y)? + 0.51y>
(z +0.7y)* + 0.51y>

Ixy (xy)

1 p[_

1.42837 "
Iy (y) / Ixy
1

1.42837

Also

fr(y)

_ 2
e 0.5y /

102 } —oo<zx, y<oo

(zy)dy

@
Dr. Manjunatha P Prof., Dept of ECE, JNN College of Engg Shimoga manjup.jnnce@gmail.com 9964378365 5



1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

b.
/ / Ixy(zy)dedy =
- [ [ | (y)dy] dr
e .y }
/Oo [/ me Y/ %dy| dx
= /Oo e~ 2y
= 1
C.
fxy(zy) = - ex _(1:2+1.4xy+y2)] —co< T, Yy< oo
YY) = 149830 1.02 Y

fx@fyly) = [\/12?/2] Uz?/?}

1 2242

Ifxy(zy) # fx(x)fy(y)

Bivariate random variables X and Y are not independent

9. Given A bivariate pdf for the discrete random variables. X and Y is

1 (22 — 0.6xy + y?)

Fxv(@y) = {50707 |~ 1.82 TOOSE Y0

[a.] What are the pdf for X and YV ?
[b.] Fxy(oo,00) [%° [T fxy(x,y)dedy =1
[c.] Are X and Y independent ?  [?7]

Solution: a =1,b=14,c=1

a.

22— 0.6zy +y° = y*—2x0.3zy+ (0.32)? + 0.912°
= (y—0.32)%> +0.91z>

1 —0.32)2 + 0.9122
fxy(zy) = exrp [— v x1)8;— a )} —00 <, Yy < oo

1.90797

(@) = / ” Fev(ay)dy

1 g [ (y — 0.32)?
1.90797 /Oo e”““p[ 1.82 Y
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

Also

22— 0.6zy +y° = 2% —2x0.3zy — (0.3y)? + 0.9132
= (z—0.3y)% +0.91y>

(z — 0.3y)% + 0.91y?)
exrp | —
1.90797 1.82

fXY(ny) = } —oo<r y<oo

fr(y) = /_00 fxy (zy)dy
1 x

_ 2
= e_o‘5y2/ exp (2= 03y)° dx
1.90797 . 1.92

Also

@
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]
1.92
) = rapa-c Ty / exp[ ]d
B 1 _05 1.92
= 1.90797° \/ 5 V2T
_ 1 670.5y2
V2
_ 1 e Y2/2
V2T
b.
/ / fxy(zy)dedy =
SR [/ Frly dy]da:
= / fx(x) [/ ! ey2/2dy} dx
—00 —00 m
= / fx(z)dz
_ 2
= 1
C.
(22 — 0.3zy + (0.3y)?)
Jxy (2y) 1.90797 P [ 1.92 R
1 2 1 2
_ —z%/2 —y*/2
T = e e
1 2242
= e 2
V2T

# fx(x)fy(y)

Bivariate random variables X and Y are not independent

Ixy (zy)

10. Given A bivariate pdf for the discrete random variables. X and Y is

1
L7321n "

Ixv (zy)

B (22 + 1.0y + 3?)
1.5

—oco <z, y<oo

[a.] What are the pdf for X and Y 7

[b.] Fxy(00,00) [Z20 [Z5 fxy (2, y)dady =1

[c.] Are X and Y independent ?

Solution:

a.

22 +1.0zy +9°> =

[7]

y? 42 x 0.5zy + (0.5z)% + 0.7522
(y + 0.52)2 + 0.752>

o
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

1

Fxv(ey) = co—erp [—

(y + 0.5z)% + 0.7522)
1.50

} —o<z, y< oo

fx(@) = /_ " ey (ey)dy
1

. 6_0'52:2 /OO or o (y + 0.5$)2 d
T 1.7321x P 1.50 Y

Also

22 +1.0zy +y° = 2242 x0.5zy + (0.5y)% + 0.75%2
(z + 0.5y)* + 0.75y>

1 [ (z + 0.5y)% + 0.75y%)
p |-

— <z, <
173217 " 1.50 } oS YSs e

fxy(zy) =

(@) = / " Fev(ay)dy

Iy /OO (z +0.5y)2
173217 ¢ P 1.50 4

u_ x+0.5y
V2 V/1.50

1.50

—u=2x40.5y
2

1.50

ah
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

Also

1732100 2 | .

1 —05.’22 1.50
173217 ¢ g VT

1 52
e 0.5z

V2r

_ 1 e_x2/2

V2r

/_Z /_Z Fxy(zy)dady =

1 . (22 4 0.52y + (0.5y)?)
173217 P 1.50

fxv(zy) ] —oo<z, y<oo

@) frly) = [%—w?/?] [%—m}

V2T V2T
1 _ :v2+92
= —e 2
V2T

Ixy(zy) # fx(@)fy(y)

Bivariate random variables X and Y are not independent

11 As shown in Figure is a region in the x, y plane where the bivariate pdf fxy(zy) = c.
Elsewhere the pdf is 0.

[a.] What value must ¢ have?
[b.] Evaluate Fxy(1,1)
[c.] Find the pdfs fx(z) and fy(y).

[d.] Are X and Y independent ?  [?]

&
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

2 Figure 1.2
2,2 2,2) Integration Limits
A "= 7 B By taking line CB. Considering x varies from -2 to 2
and y is a variable its upper limit is 2 and its lower
lower limit is

.T]_:—2, y]_:_2, $2:27 y2:2

» X
Y2~
y—uy = (I — 331)
Tro — I1
2-(=2)
c y—(=2) 2_(_2)(x (—=2))
(2-2) y+2 = z+42
y = x
Solution:
a.
2 2
Fxy(2,2) = / / ¢ dydz
—2Jz
2 2
1 = C/ [/ dy} dx
—2 T
2 2 wz 2
I = C/ [y]id:ﬁ:c/ [2—:L']dx=c|:2x—:|
—2 -2 2],
C 212 C 9 5
= Gl -0, =5 [Bx2- @ - [4x (-2) - (-27]]
= Sl8—4-[-8— 4] = [4+12]
1 = 8
c = 1
-8
b.
Y Figure 1.3
292 1 Integration Limits
A(- = (2'2 ) By taking line CD. Considering x varies from -2 to 2
and y is a variable its upper limit is 1 and its lower
! 1 ? lower limit is
Y r1=-2,y1=-2 13=1 yp=1
— > X
| = T8
Yy n = 1— 1 X I
1-(=2)
we2) y+2 = z+2
y =

ah
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1.1. Bivariate-cdf and pdf:

Chapter 1.

Multiple Random Variables:[?, 7, 7]

Fxy(1,1)

g[2$*$2]12:§
S2-1-[—4-4)=C[1+8
9c
9
16
© fr ()
fx(x) = ¢ dy
= clli=cl2-al
= Sl2-a
fxv(z,y) = é
@) = SR-algly+2
Ixv(zy) # fx(@)fr(y)

12 As shown in Figure is a region in the x, y plane where the bivariate pdf fxy(zy) = c.

Elsewhere the pdf is 0.

[a.] What value must ¢ have?
[b.] Evaluate Fxy(1,1)

[c.] Find the pdfs fx(x) and fy(y).

[d.] Are X and Y independent ?

y Figure 1.4
\
5 o ! Integration Limits
(2.2) (2.2) A By taking line BC. Considering x varies from -2 to 2
B and y is a variable its upper limit is 2 and its lower
lower limit is
I1:*2, y1:2, 1‘2:2, y2:*2
: Y2— N
y-—y = —— (z—21)
T2 —T1
—2-2
—92 = — (=2
. y Sy @ (-2)
2,-2) y—2 = —x—2
y = —=w

Solution:

ah
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]
a.
2 2
Fxy(2,2) = / / ¢ dydx
—2J—x
2 2
1 = c/ {/ dy] dx
-2 —T
2 2 2272
1 = C/ [y]Qxdxzc/ [2—|—x]d:v:c[2x—]
9 9 2],
C 212 C 2 2
= 3 [4z + ]7225 [[4x2—(2)7]—[4x(-2) — (-2)7]]
c c
= —[[8—4]—|-8—-4]]==[4+12
S8 -4~ (-84 = S[4+1]
1 = &
1
c = =
8
b.
y Integration Limits
1 By taking line DF. Considering x varies from -1 to 1
(2,2) 2.2) A and y is a variable its upper limit is 1 and its lower
B \ lower limit is
P (1’1 E x1:—17y1:17$2:17y2:—1
) Y2~y
> X y-y = —(z—x)
T2 — X1
—-1-1
F _
c y—1 = —ax—-1
2,-2) y —
1 1
Fxy(1,1) = / / ¢ dydz
-1J—x
1 1
= c/ [/ dy] dx
-1 —T
1 1 2211
= ¢ [y]l_mdx:c/ [1+x]daz=c[m+} dz
1 1 2],
€ 271 c 1 2
= 3 20+ 2], =5 [2x1+ 1) =[2x%x (1) + (-1)%]
= SR+ -[-2+1)=SB3+1]
2 2
1
‘T8
_ 1
4
c.
2
fx@) = cf
= ¢y, =cl2+41]
1

ah
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1.1. Bivariate-cdf and pdf:

Chapter 1. Multiple Random Variables:[?, 7, 7]

Therefore X and Y are independent.

13 As shown in Figure is a region in the x, y plane where the bivariate pdf fxy(zy) = c.

Elsewhere the pdf is 0.

[a.] What value must ¢ have?

[b.] Evaluate Fyy(1,1)

fr(y)

Ix@)fy(y) # fxv(zy)

[c.] Find the pdfs fx(x) and fy(y).

[d.] Are X and Y independent ?

Y
A
(2,2)
C
B A
(-2,-2) (2,-2)
Solution:

Integration Limits
By taking line BC. Considering x varies from -2 to 2
and y is a variable its lower limit is -2 and its upper

limit is

T ==2,1=-2, 12=2, yo =2

Y2 — Y1
To — I
2-(-2)
2-(-2)
T+ 2

X

_ 371)

(z = (=2))

ah
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1.1. Bivariate-cdf and pdf:

Chapter 1.

Multiple Random Variables:[?, 7, 7]

a.
2 T
Fxy(2,2) = / c dydx
—2.J-2
2 T
1 = c/ [/ dy] dx
—2 /-2
2 2 22 2
1 = c/ [y]f2d:v:c/ [:L’+2]dl‘=c|:—|—2{l}:|
9 _9 2 9
C 2 2 (& 2 2
= 3 (2% +42]”, = 3 [[(2)° +4x2] = [(—-2)" + 4 x (-2)]]
c c
= —[4 —[4-8]]==[12—-4
Cla+s -8 =524
1 = 8¢
C — 1
8
b.
y Integration Limits
1 By taking line BD. Considering x varies from -2 to 1
(2.2) and y is a variable its lower limit is -2 and its upper
. y limit is
Ol Ti=—2 g =2 wa=1, yp =1
> x o = BT
Tro9 — T1
1—(-2
| v (2 = g (-2)
8 A +2 = x+2
(-2,-2) | (2,-2) Y
y = @
1 T
Fxy(1,1) = / / ¢ dydx
—2J-2
1 T
= c/ [/ dy] dx
—2 /-2
1 1 9 1
= c/ [y]ide:c/ [:U+2]da::c[+a:} dx
-2 -2 —2
C 2 1 Cc 1 2
= 3 (2% +4z]_, = 3 ([ +4 x 1] = [(—2)° +4 x (=2)+]]
= S+4-[4-8]=:B+4
2 2
I
16
c.
fx(z) = c/ dy
-2
=y =cle+2)
1
= 3 [z + 2]

frly) = c/: dx

ah
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

1

@) = Sle+2gl—y

fx@)fy(y) # fxv(zy)

Therefore X and Y are independent.
14 A bivariate random variable has the following cdf.
Fxy(zy) = cla+1)>%y+1)? (-1<z<4) and (-1<y<?2)

outside of the given intervals, the bivariate cdf is as required by theory

[a.] What value must ¢ have?

[b.] Find the bivariate pdf

[c.] Find the cdfs Fx(z) and Fy(y).

[d.] Evaluate P{(X <2)n(Y <1)}

[e.] Are the bivariate random variables independent ?  [?]

Solution:
a.
Fxy(4,2) = clz+1)>*(y+1)>
1 = c4+1)?(2+1)% =(25)(9)
1 = 225
L
© = 925

b. Bivariate pdf

2

clx+1)2%y+1)? = cdlz+1)(y+1)

oxdy
4
= (@t (y+1)
c. The cdfs Fx(z) and Fy (y).
Fx(x) = Fxy(z,00) = Fxy(z,2)

= c(z+1)%(2+1)>

9
= ﬁ(:chl)Q (-1 <z <4)

Fy(y) = Fxy(o0,y) = Fxy(2,y)
= 2+ 1)°(y+1)
25

= %(zﬁ—l)? (—1<y<2)

&
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

d. P{(X <2)n (Y <1)}

P{(X<2)Nn(Y <1)} = Fxy(2,1)
= cz+1)>*(y+1)
= (24 1)%(1+1)>
9 x4
225

25

Fxy(zy) = clz+1)%(y+1)>

Fx(z)Fy(y) = %(Hl)?%(yﬂ)?

= %(x +1)*(y+1)°
Fx(x)Fy(y) = Fxv(zy)
Therefore X and Y are independent.
15 A bivariate random variable has the following cdf.
Fxy(zy) = cla+12%(y+1)? (-1<z<3) and (~1<y<4)

outside of the given intervals, the bivariate cdf is as required by theory

[a.] What value must ¢ have?

[b.] Find the bivariate pdf

[c.] Find the cdfs Fx(x) and Fy(y).

[d.] Evaluate P{(X <2)Nn (Y <1)}

[e.] Are the bivariate random variables independent ?  [?]

Solution:

a.

Fxy(3,4) = clz+1)>%(y+1)?

b. Bivariate pdf

2
s+ DRy + P = ele+ Dy+ D
= @+
c. The cdfs Fx(z) and Fy(y).

Fx(z) = Fxy(z,00) = Fxy(z,4)
= clx+1)%(4+1)?
= P ai1)? (“l<z<3)

400

&
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

Fy(y) = Fxy(o0,y) = Fxy(3,y)
= B+ (y+1)
16

= m(y+1>2 (—1<y<2)

d. P{(X <2)n (Y <1)}

= clr+1)*(y+1)?
= ¢(2+1)*(1+1)?
9 x4

400
9

100

Fxy(zy) = clz+1)>%(y+1)>

25 16
Fx(z)Fy(y) = @(ﬁ + 1)2m(y +1)°

= @ D+ 1)
Fx(x)Fy(y) = Fxv(zy)
Therefore X and Y are independent.
16 A bivariate random variable has the following cdf.
Fxy(zy) = clz+1)*y+1)? (-1<2<3) and (-1<y<?2)

outside of the given intervals, the bivariate cdf is as required by theory

[a.] What value must ¢ have?

[b.] Find the bivariate pdf

[c.] Find the cdfs Fx(x) and Fy(y).

[d.] Evaluate P{(X <2)Nn (Y <1)}

[e.] Are the bivariate random variables independent ?  [?]

Solution:
a.
Fxy(3,2) = clz+1)>*(y+1)?
1 = c(3+1)%24+1)%=(16)(9)
1 = cl44
1
c = —
144

b. Bivariate pdf

2

0xdy

clz+1)*(y+1)° = cllz+1)(y+1)

= %(x +1)(y+1)

&
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1.1. Bivariate-cdf and pdf: Chapter 1. Multiple Random Variables:[?, 7, 7]

c. The cdfs Fx(z) and Fy(y).

FX(.%') = ny(x,oo):ny(SU,Q)
= c(z+1)%2+1)>

9

Fy(y) = Fxy(oo,y) = Fxy(3,y)
= c3+1)%(y+1)
16

= m(?j"ﬁ‘l)z (—1<y<2)

d. P{(X <2)n (Y <1)}

P{(X<2)n(Y <1)} = Fxy(2,1)
= clz+1)%(y+1)?
= ¢(2+1)%(1+1)?
9x4

144
36

144

Fxy(zy) = clx+ 1)2(y + 1)2
9 , 16

Px(@)Fy(y) = Jp+ 0P+ D2

1

Fx(z)Fy(y) = Fxy(ay)
Therefore X and Y are independent.

Note: Entire material is taken from different text books or from the Internet (different
websites). Slightly it is modified from the original content. It is not for any commercial
purpose. It is used to teach students. Suggestions are always encouraged.

&
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1.2. Bivariate-Expectations Chapter 1. Multiple Random Variables:[?, 7, 7]

1.2 Bivariate-Expectations

The expectation operation to a continuous random variables X and Y, is defined as:

Elg(X,Y)] Z/Oo /OO 9(z,y) fxy (2, y)dzdy

where g(x,y) is an arbitrary function of two variables. If g(z,y) is of only single random variable = then

Blg) = [ (@) / " fxy (@, y)dyds = / " g(@) fx (@)de

—00

The correlation of X and Y is the expected value of the product of X and Y

E[X,Y] :/_oo /_Oo zyfxy (z,y)dedy

The expectation is also same as averaging, therefore

1 n
E[X,Y]~ n Zl‘zyz
=1
Properties of correlation

1. Positive correlation: If the product tends to positive i.e.,
1 n
— Z xyi >0
n -
=1
2. Negative correlation: If the product tends to negative i.e.,
1 n
— Z iy <0
n-
=1
3. uncorrelation: If the product tends to

1 n
*g riyi = 0
n 4

=1

then it is said X and Y are uncorrelated with each other

If the bivariate random variables do not have means of 0 then correlation is defined as covariance denoted
as Cov[XY] and is expressed as

CovlXY] = E

Uncorrelated X and Y
Cou[XY] = 0

then X and Y are uncorrelated with each other

EXY] = pxpy
Orthogonal X and Y
CovlXY] = 0
then X and Y are uncorrelated with each other
E[XY] = 0
Cou[XY] = —puxpy

a=h
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1.2. Bivariate-Expectations Chapter 1. Multiple Random Variables:[?, 7, 7]

Correlated X and Y:
A correlation coefficient denoted pxy is defined as

Cov[XY]

pPXYy =
ox0oy

E

2D’ oy

X — Y — 2
( PX NY)]ZO

E

ox Ox0y oy

S QiQ(X_”X)(Y_“Y) Y -y >0
(=) ()]s

14£2p,+1 > 0

Py <1

|pxy| + 1

Consider a relation between X and Y is defined as

Y = aX+0b
then
Cov[XY] = E[(X —px)(aX +b—apx —b)]
= E[X - px)a(X — px)]
= aB[(X - px)?]
= ack

The standard deviation of Y is

oy = Z+Vad2ox

xy = ——=— ==l1
P +Vvalox

ah
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1.2. Bivariate-Expectations Chapter 1. Multiple Random Variables:[?, 7, 7]

17. The mean and variance of random b.
variable X are -2 and 3; the mean and
variance of Y are 3 and 5. The covariance

Cov[XY] = —0.8. What are the correlation BIXY] = Couxy + pxpy
coefficient pxy and the correlation E[XY]? = 2711+ (=2)(3)
7] = —3.2889
Solution:
a. Correlation coefficient pxy is 19. The mean and variance of random
oxy = Cov[XY] variable X are -2 and 3; the mean and
OxX0y variance of Y are 3 and 5. The correlation
_ 08 E[XY] = —8.7. What are the Cov[XY] and the
V3 x5 correlation coefficient pxy?  [7]
= —0.2066
Solution:
b.
E[XY] = Cou[XY]+ uxpy a. Correlation coefficient pxy is
= —-0.8+(-2)(3)
= —6.8 CO’UXY = E[XY] — UXxX Yy
= —87—-(-2)(3)
= 2.7
18. The mean and variance of random
variable X are -2 and 3; the mean and
variance of Y are 3 and 5. The correlation P-
coefficient pxy = 0.7. What are the Cov[XY]
and the correlation E[XY]?  [?] pxy = Covxy
. oxXOy
Solution: - T
a. Correlation coefficient pxy is - 3)(5)
covxXy = PpPXYOXoy = —0.6971
= 0.7v3 x5
= 2.7111

20. X is random variable ux = 4 ox = 5. Y is a random variable, yy = 6 oy = 7. The
correlation coefficient is -0.7. If U = 3X +2Y. What are the Var[U]|, Cov[UX], Cov[UY|? [?]

Solution:

a. Var[U]

Covxy = pxyoxoy
= (=0.7)(5)(7)
= =245

o, = BE|U—u)?

E9(X — px)? +12(X — pux)(Y — py) +4(Y — py)]
90% + 12Cov[XY] + 4o}

9 x (5%) 4+ 12(—24.5) + 4(7?)

225 — 294 + 196

= 127

a=h
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1.2. Bivariate-Expectations Chapter 1. Multiple Random Variables:[?, 7, 7]

b. Cov[UX]

Cov[lUX] = E[(U — pu)(X — px)]
= E[{3(X — px) +2(Y — py) X — px)]
= 30% +2C0v[XY]
= 3(5%) +2(—24.5) = 75 — 49
= 26

c. Cov[UY]

Coo[UY] = E[U —pu)(Y — py)]
= E[{3(X — px) +2(Y — py) }Y — py)]
= 3Cow[XY]+ 20%
= 3(—24.5) +2(7%) = —73.5+ 98
= 245

21. X is random variable ux = 4 ox = 5. Y is a random variable, yy = 6 oy = 7. The
correlation coefficient is 0.2. If U = 3X +2Y. What are the Var[U], Cov[UX] and Cov[UY]?

[7]

Solution:
a. Var[U]
Covxy = pxyoxoy
= (0.2)(5)(7)
= 7
of = E[U - )’
= BO(X —px)? +12(X — px)(Y = py) +4(Y — py)]
= 90% + 12Cov[XY] + 40%
= 9x (5%) 4+ 12(7) + 4(7?)
= 225484+ 196
= 505
b. Cov[UX]
Coo[lUX] = E[(U—puy)(X — px)]
= E[{3(X — px) +2(Y — py) HX — px)]
= 30% 4+ 2Cov[XY]
= 3(5%) +2(7) =75+ 14
= 8§89
c. Cov[UY]
Cov[UY] = E(U — pu)(Y — py)]

= E[{3(X —px) +2(Y — py) HY — py)]
= 3Cov[XY]+ 20%

= 3(7) +2(7*) =21+ 98

= 119

@
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1.2. Bivariate-Expectations Chapter 1. Multiple Random Variables:[?, 7, 7]

22. X is random variable pyx = 4 ox = 5. Y is a random variable, yy = 6 oy = 7. The
correlation coefficient is 0.7. If U = 3X +2Y. What are the Var[U], Cov[UX] and Cov[UY]?

7]
Solution:
a. Var[U]
Covxy = pxyoxoy
= (0.7)(5)(7)
= 245
oy = E[U - mw)?
= E[9(X — ux)® +12(X — px)(Y — py) + 4(Y — py)]
= 90% +12Cov[XY] + 4o}
= 9 x (5%) +12(24.5) 4 4(7?)
= 2254294+ 196
= 715
b. Cov[UX]
Co[UX] = E[(U - py)(X — px)]
= B{3(X — px) +2(Y — uy)}(X — px)]
= 30% +2C0v[XY]
= 3(5%) +2(24.5) = 75+ 49
= 124
c. Cov[UY]
Cov[UY] = E[U — )Y — py)]

E{3(X — px) +2(Y — py )} (Y — py)]
3Cov[XY] + 20%

3(24.5) 4 2(7%) = 73.5 + 98

= 1715

23. X and Y are correlated random variable with a correlation coefficient of p = 0.6 ux =3
Var(X] = 49, py = 144 Var[Y] = 144. The random variables U and V are obtained using
U=X+cY and V = X — ¢Y. What values can c have if U and V are uncorrelated? [7]

Solution:

CovlUV] = E[U — )V — uy)]
= BEl((X —pux)+c(Y — puy V(X — px) — (Y — uy))]
= o} — P}

If Cov[UV] =0 then

ok —cfo} = 0
c = +2X
oy
)
- 144
= =£0.5833

a=h
Dr. Manjunatha P Prof., Dept of ECE, JNN College of Engg Shimoga manjup.jnnce@gmail.com 9964378365 @ 4



1.2. Bivariate-Expectations Chapter 1. Multiple Random Variables:[?, 7, 7]

24. X and Y are correlated random variable with a correlation coefficient of p = 0.7 ux =5
Var[X] = 36, puy = 16 Var[Y] = 150. The random variables U and V are obtained using
U=X+cY and V =X — cY. What values can c have if U and V are uncorrelated? [7]

Solution:

Cov[UV] = E[U - pu)(V — py)]
= E[((X = px) +c(Y —py) (X — px) — (Y — py))]
= ag( — 02032/

If Cov[UV] = 0 then

o% — oy = 0
c = :l:U—X
Oy
N ET
B 150
= =40.4899

25. X and Y are correlated random variable with a correlation coefficient of p = 0.8 yux = 20
Var(X] = 70, py = 15 Var[Y] = 100. The random variables U and V are obtained using
U=X+cY and V =X —cY. What values can c have if U and V' are uncorrelated? [7]

Solution:

Cov[UV] = E[U —pu)(V — pv)]
= E[(X —pux)+c(Y —puy))((X — px) — (Y — py))]
= 0% —cPod

If Cov[UV] =0 then

ok —cfoy = 0
c = +2X
Oy
L[
B 100
= =£0.8367

Note: Entire material is taken from different text books or from the Internet (different
websites). Slightly it is modified from the original content. It is not for any commercial
purpose. It is used to teach students. Suggestions are always encouraged.
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1.8. Bivariate Transformations Chapter 1. Multiple Random Variables:[?, 7, 7]

1.3 Bivariate Transformations
e Consider a bivariate random variables X and Y with known mean, variance and their covariance are

transformed to U and V with linear transformation is as follows.

U = aX+VY
V = cX+dY

Then the means of U and V are

pu = apx +buy
py = cpux +dpy

The variance of U is

S
N
|
&

U — pw)?]

(aX + bY —apx — buy)?]

(a(X = px) +0(Y = py))?]

a®(X — px)? +2ab(X — px)(Y = py) + 0*(Y = py)?)
= d%0% 4 2abCov[XY] + b0}

= b

I
Dj

[
[
[
[

I
&=

Similarly the variance of V' is

[(V = uv)?)

= E[(cX+ dY — cmux — duy)?

= E[(e(X — px) +d(Y — py))?]

E[*(X — px)® + 2cd(X — px)(Y — py) + d*(Y — py)?]
20% + 2cdCov[XY] + d*0%

&

ov

Cov[UV] = aco% + (be+ ad)Cov[XY] + bdo?

U = cosf0X — sindY
V = sinfX + cosfY

The inverse of the rotational transformations is

X = cosfU + sinfV

Y = —sinfU + cosfV
Then the means of X and Y are
wx = cosBuy + sinbuy
pwy = —stnfBuy + cosbuy
ok = cos*0c} + 2sinfcosdCov[UV] + sin*0od
0% = sin*00% — 2sinfcosfCov[UV] + cos*0a%
Cov[XY] = sinfcosf[oi — o¥] + (cos’0 — sin*0)Cov[UV]

ah
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1.8. Bivariate Transformations Chapter 1. Multiple Random Variables:[?, 7, 7]

26. The zero mean bivariate random variables X; and X, have the following variances:
Var[X;] =2 and Var[X3] = 4. Their correlation coefficient is 0.8. Random variables Y] and Y>
are obtained from

Y1 = 3X1+4Xe
Yo = —X1+2X,
Find values of Var[Y;] and Var[Ys] and Cov[Y1Ya]  [?]

Solution:

COU[X1X2] = PX1X20X,0X,

(0.8)v2 x 4
2.2627

032/1 = a2cr§(1 + 2abCov[ X1 Xo] + bQo—g(2
(3)2(2) 4 2(3)(4)(2.2627) + (4%)4
— 136.3058

032/2 = 0203(1 + 2cdCov[ X1 X2 + d20§(2
= (=1)%(2) +2(—1)(2)(2.2627) + (2)%4
8.9492

Cov[Y1Ys] = acok, + (be+ ad)Cov[X1X,] + bdo,
3)(=1)(2) +[(4)(=1) + (3)(2)](2:2627) + (4)(2)(4)
= 30.5254

27. The random variable X has a mean of 3.0 and variances: of 0.7. The random variable
Y has a mean of -3.0 and variance of 0.6. The covariances for X and Y is 0.4666. Given the
transformation

U = 10X +6Y

V = 35X +13Y

Calculate the values of Var[U] and Var[V] and Cov[UV] [7]
Solution:

Given Cov[XY]| = 0.4666

ot = d*0% +2abCov[XY] + b0y
(10)2(0.7) + 2(10)(6)(0.4666) + (6%)(0.6)
= 147.5920

ot = da’c% + 2abCov[XY] + Vol
(5)%(0.7) + 2(5)(13)(0.4666) + (13%)(0.6)
= 179.5580

Cov[UV] = acok, + (be+ ad)Cov[X1Xo] + bdok,
(10)(5)(0.7) 4+ [(6)(5) + (10)(13)](0.4666) + (6)(13)(0.6)
= 156.4560

@
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1.8. Bivariate Transformations Chapter 1. Multiple Random Variables:[?, 7, 7]

28. The random variables U and V are related to X and Y with
U = 2X-3Y
V = —4X+2Y

We know that pxy =13, puy = -7, 0% =5, 0% =6 and Cov[XY] = 0 Calculate values for Var[U]
and Var[V] and Cov[UV]  [?]

Solution:

of = d’c% +2abCov[XY + b’o}
(2)*(5) + 0+ ((~=3)*)(6)
= T4

ot = d’0% + 2abCov[ XY + b od
= (=4)%(5) + 0+ (2°)(6)
= 104

Coo[UV] = aca§<1 + (be + ad)Cov[ X1 Xo] + bda?Q
(2)(=4)(5) + 0+ (=3)(2)(6)
= —76

29. It is required to have correlated bivariate random variables U and V such that uy =
0, wy =0, 012] =7, 0‘2/ = 20 and pyy = 0.50. Specify uncorrelated random variables X and Y
and an angle 6, that when used in the transformation U = cosd X — sinfY, V = sinfX + cosfY
will produce the desired U and V. [?]

Solution:

mx = aMU+bMV:0+OZO
py = cuy+dpy =04+0=0
COU[UV] = puUvoyoy
= 0.5v/(7)(20)
5.9161
2Cov|UV
tan260 = %
op — oy
2(5.9161)
= ———= =-0.9101
7—20 0-910
20 = tan~'(—0.9101) = —42.3055
0 = —21.1537

cos = cos(—21.1537) = 0.9754
sind = sin(—21.1537) = —0.3609

@
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1.8. Bivariate Transformations Chapter 1. Multiple Random Variables:[?, 7, 7]

0% = cos*0o} + 2sinfcosdCov[UV] + sin*0o

(0.9754)(7) + 2(—0.3609)(0.9754)(5.9161) + (—0.3609)?(20)
6.6598 — 4.1651 + 2.6049

4.7107

ot = sin*00f — 2sinfcosfCov[UV] + cos*0a?

(—0.3609)%(7) — 2(—0.3609)(0.9754)(5.9161) + (0.9754)(20)
0.1302(7) — 2(—0.3609)(0.9326)(5.9161) + (0.9514)(20)
0.9114 + 4.1651 + 19.0281

= 24.1046

30. It is required to have correlated bivariate random variables U and V such that uy =
0, uy =0, U% = 25, 0‘2/ =4 and pyy = —0.50. Specify uncorrelated random variables X and Y
and an angle 6, that when used in the transformation U = cosf X — sinfY, V = sinf X + cosfY
will produce the desired U and V.  [?]

Solution:
mx = a/LU—FbMV:O-FO:O
py = cuy+duy =0+0=0
COU[UV] = puUvoyov
= —0.51/(25)(4)
= =5
2
tan26 = 76;01)[(];/]
o — oy
25 _
= 54" —0.4762
20 = tan~'(—0.4762) = —25.4637
0 = —12.7319
cos = cos(—12.7319) = 0.9754
sinf = sin(—12.7319) = —0.2204
0% = cos*0c} + 2sinfcosdCov[UV] + sin*0od

= c0s*(—25.4637)(25) + 2(sin(—25.4637))cos(—25.4637))(—5) + (sin*(—25.4637))(4)
= 0.9514(25) 4 2(—0.2204)(0.9754)(—5) + (0.1302)(4)

= 23.7851 + 2.1497 + 0.1943

= 26.1292
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1.8. Bivariate Transformations Chapter 1. Multiple Random Variables:[?, 7, 7]

0% = sin*00f — 2sinfcosfCov[UV] + cos*oi

(—0.2204)2(25) — 2(—0.2204)(0.9754)(—5) + (0.9754)2)(4)
0.0485(25) — 2.1497 + (0.9166)(4)

1.2125 — 2.1497 + 3.6664

= 2.7292

31. It is required to have correlated bivariate random variables U and V such that uy =
0, uy =0, 0'[2] =7, 0‘2/ =1 and pyy = 0.30. Specify uncorrelated random variables X and Y
and an angle 0, that when used in the transformation U = cosd X — sinfY, V = sinfX + cosfY
will produce the desired U and V.  [?]

Solution:

nx = a,uU—l—b,uV:O+0:O
py = cuy+duy =0+0=0

CO’U[UV] = puUvoyov
= 0.3/(7)(1)
0.7937
2
tan20 = M
O'U—O'V
2(0.7937)
T 0.2645
20 = tan~'(0.2645) = 14.8154
0 = 7.4077

cos) = cos(7.4077) = 0.9916
sinf = sin(—12.7319) = 0.1290

0% = cos*0c} + 2sinfcos8Cov[UV] + sin*0o
—(0.9916)%(7) + 2(0.1290)(0.9916)(0.7937) + (0.1290)2(1)
= 6.8828 4 0.2030 + 0.01644
= 7.1024

ot = sin*00f — 2sinfcosfCov[UV] 4 cos*at

(0.1290)2(7) — 2(0.1290)(0.9916)(0.7937) + (0.9916)2)(1)
0.1164 — 0.2030 + 0.9832

= 0.8966

Note: Entire material is taken from different text books or from the Internet (different
websites). Slightly it is modified from the original content. It is not for any commercial
purpose. It is used to teach students. Suggestions are always encouraged.
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

1.4 Sums of Two Independent Two Random Variables:

e Consider a two independent random variables X and Y and another random variable W is related
as

W = X+Y
Then the mean and variance of W is
E[W] = E[X+Y]
pWw = px + py

The variance of W is

(W = pw)?)

= B[(X+Y —px —py)?|

= E[((X —px)+ (Y — py))?)

= E[(X px)? +2(X = px)(Y = py) + (Y = py)?)
= 0% +2Cov[XY] + 0%

= 03(—1—032/

)
% [\o]
|
=

X and X are independent and are uncorrelated with each other hence 2Cov[XY]
If pdf of X and Y are known then the cdf of the random variable W is

Fy(w) = P{X+Y <w}
The cdf for the random variable W is

P{X+Y <w} = P{(z,y) € R}

-/ /% Fxv (@, y)dzdy
_ /Z [/:meY(fE,y)dy} dz

Avw) = [T peve ] ao

The pdf for the random variable W is

/OO fxy(z,w—z)dz

Assuming that X and Y are independent then
frtw) = [ fx@)vtw - a)do
— [ m@xto -y

The above equation is convolution hence it can be written as

fww) = fx(@)* fy(y)

@
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

35. The random variables X is uniformly distributed between +1. Two independent
realizations of are added: Y = X; + X;. What is the pdf for Y [?]

Solution:

1 1 1
fa) = o= =i T2
1 1 1
X, (x) X, (%)
-1 I +1 > X -1 I +1 > X
Case1: -1<(y+1)<1 =-2<y<0
Xl(x) Xz(y_x) o0
T T fr(y) = fx (@) fx(y — z)dz
—0o0
y+1 1 1
> > = / — X —dx
FEE I T TR 1 2 2
Xi(x) X, (y=x) = im?ﬁl = %[y +1—(-1)]
2
= y+2 -2<y<0
4
I PR B R
Case 2: —1<(y—1)<1 =20<y<?2
Xl() Xz( - ) o°
Y . ) = [ fx@ixty— s
—o0
1
1 1
FEE I T TR 1971 )
_ 1 _
XX (r-2) = gllya =71 =y —1)]
2-y
= O<y<?2
4 y
4 y—1 0| 1 y+1 > x
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

36. X is a random variable uniformly distributed between 0 and 3. Y is a random variable

independent of X, uniformly distributed between 42 and -2. W = X +Y . What is the pdf
for W [7]

Solution:

Case 1: Width of the window 3-0=3, Lower
range=-2 upper range=-2+43=1 = -2 < w <

1 furlw) = / fr @) Fx(w — y)dy
Y(»)X(w=y) w1 1d
A = /_24 X g Yy
1o, 1
. = E[y]_z = 12(w+2)
w-3 2 w 2 " = (w+2) —-2<w<l1
12
Case2: 1 <w<?2
fwlw) = / Fr @) fx(w - y)dy
Y(M)X(w-) o1
AR
1o 1
2 w3 w2 = 2 l<w<?
4

Case 3: Width of the window 3-0=3, Lower fwlw) = /oo Fr (W) fx(w—y)dy

range=2 upper range=2+3=5 =2 < w < H —0o0
Y(n)X(w=y) B /2 L1

A - we3 4 3 Y

1..., 1

= — = 2—(w-—3
> 5—w
w-3 2 w7’ — 2
2 D <w<H
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

37. X is a random variable uniformly distributed between 0 and 3. Z is a random variable
independent of X, uniformly distributed between +1 and -1. U = X + Z . What is the pdf
for U  [?] Solution:

1 1 1
@ = 3=2=3-0"3
1 1 1
l2G) = =i o) T 2
X(z) ZT<Z)
0 30 K B >
X(-2) X(u-z2)
|:>
3 0o - u-3 g
Case1l: —-1<ux<l1
fow) = [ pae)icu- 2z
Z(2)X(u-7z2) /u 1 o 1d
= — X =dz
A 273
1., 1
= 6[2]_1 =—(u+1)
u-3 -1 u 1 > = (ut1)

Case 2:Width of the window=3-0=3, lower
range=1, upper range=-1+3=2 1 <u <?2

folu) = /Oo F2(2) fx (u— 2)dz

—00
Z(2)X(u—z) 1
= - X =d
/_ gt
1 1
‘ =l = g1 - (-1)
» Z 1
u-3 -1 1 U = = l<u<?2
3
Case 3:Width of the window=3-0=3, lower fulu) = /OO fz(2)fx(u— z)dz
range=2, upper range=143=4 2 <u <4 —o0
1
Z(2)X(u~2) _ / LEVES
A u—3 2 3
1 1
= cllhs=c-(@-3)
> . 4—u
1 u-3 1 u = 5 2<u<4
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

38. Probability density function for two independent random variables X and Y are

fx(x) = ae“u(x)
frly) = (a/2)y*e™Vuly)
where a=3. If W = X +Y what is fy(w) [7]

Solution:

fw(w) = /°° Fr () fx (w — y)dy

—00

w

= /(a3/2)y26_ayae_a(w_y)dy
0
a46—aw

w
- - / y2efayeaydy
2 0

4, —aw w
a“e 9
= d
9 /0 yay

B a4e—aw |:y3:| w
2 3],
w3

a4efaw

2 3
34

6
= 13.5wle3?

w3673w

39. The pdf for an erlang random variable X of order two is
fx(x) = MNze ™ >0

and is 0 otherwise. The random variable Y = X; + Xy, where X; and X, are independent
trials of X Find the pdf for Y [7]

Solution:

fww) = [ H@ixt -y
y
= / Mze M\ (y — z)e AV dy
0
y
= )\4/ ze M (y — z)e Mgy
0

Yy
— )\4/ e—Ax—)\y-l-)\:E[xy . JIQ]dl'
0

2 37Y
— Me M r.,
<2V 3,
— e yj — yfg
| 2 3
— )\46—/\y -3y3 — 2y3:|
6
_ )\4y367)\y
6
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

40. Probability density function for two independent random variables Z and V are

fz(2) = ae “u(z)
frly) = d*ve™u(v)
wherea = 1. If Y = Z+V what is fz(2) [?]

Solution:

Y
= age_ay/ vdv
0

27Y

_ v
= CLSC ay |:2:|
0

_ CL3 2 _—ay __ 2 _—ay
= ?y e = 0.0185y“e

41. Let the random variable U be uniformly distributed between +5. Also let the pdf for
the random variable V be

fr(v) = 3eu(v)
U and V are independent and W = U + V. What is the pdf for W  [?]
Solution:

The random variable U is uniformly distributed between +5 = —5 to + 5 it’s pdf is

U(x)

1

5 | +5

1 1 1

folw) = = 5= ) " 10

fw(w) = /OO fuuw) fy(w —u)du
fw(w) = 0 w<-5

w
= / i36_3(“’_")alu

5 10
1 5 [6—3(w—u)]w
10 3
-5
1
= - e 3wt _5 << b
1 5
= 15 e 3 WWgqy —5<w<5b
-5
_ %[6_3(“}_5) N e—3(w+5)] w>5
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

42. Tt is given that fx(z) is uniformly distributed between +3. Also

frly) = Teu(y)

W =X +Y where X and Y are independent. Find the pdf for W  [?]
Solution:

The random variable X is uniformly distributed between +5 = —3 to + 3 it’s pdf is

XT(x)
3 | R
1 1 1

fu(u) =

b—a 3—(-3) 6

fww) = /00 fx(@)fy(w—z)dzx
fww) = 0 w< -3

w1
= / “7e" W) gy
46

1 677(w71) w
-3

1
= 6(1—6_7(w+3) —-3<w<3

1

3
= / Te T W= gy —3<w<3
6J-3

—7(w+3)]
6

e w >3

43. The random variable X be uniformly distributed between +0.5. The random variable Z
has the pdf

fz(z) = 3e *u(z)

Y = X + Z where X and Z are independent. Find the pdf for Y [?]
Solution:

The random variable X is uniformly distributed between +5 = —3 to + 3 it’s pdf is

X(x)

0.5 | +0.5

1 1
fulw) = 3= = o5—(=05) "
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

friy) = /Oo Fx(@)f2(y — 2)da
frly) = 0 w<—-05

y
= / le~W=2)dg
—0.5

[e_(y_x) ] v
N 1
—0.5

= 1—e W9 _05<w<05

0.5

— / e W dy —3<w<3
—0.5

= ¢ W09 _~WH05)) 05 <y

44. The random variable X has the pdf ¢(7 —z) for all + between 0 and 7 and is 0 otherwise.
The random variable Y is independent of X and is uniformly distributed between 0 and 7.
W = X +Y. Find the necessary value of ¢ and then find fy(w) [?]

Solution:

1 1 1
frly) = b_a:m:§
1 = —(7)(7c)
o 2
©CT Ty
fw(w) = - fx (@) fy(w— x)dx
w21
= /0 @§(7_l‘)dﬂf
2 w
= 33 ; (7T —z)dx
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

fw(w) =
_ /w7 43%(7 2)dz
ey
i —
_ v _238;“96 T<w< 14

= 0 otherwise

45. The random variable X has the pdf ¢(5 —z) for all + between 0 and 5 and is 0 otherwise.
The random variable Y is independent of X and is uniformly distributed between 0 and 5.
U =X +Y. Find the necessary value of ¢ and then find fy(u) [?]

Solution:

1 1 1
L = -(5)(5¢)
_ _2
¢ T T
fulu) = fx(@)fy(u—x)dx
“21
S d
/0 255(5 x)dz
2 u
——— —2)d
15 f, O 2)de
2 [ :UZ]U
125 2 |,
2 u?
= 125[5“‘2]
1 2

@
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

fulu) =
_ /55225;(5—95)6133
- = u55(5—a:)dx
945
- {5 pe-n-257)
_ u2—2102u5+100 5w < 10

= 0 otherwise

46. The random variable X has the pdf ¢(3 —z) for all z between 0 and 3 and is 0 otherwise.

The random variable Y is independent of X and is uniformly distributed between 0 and 3.
V =X +Y. Find the necessary value of ¢ and then find fy(v) [?]

Solution:

1 1 1
MO = a5 0 s
1= LB
_ _2
¢ = =3
frw) = [ ix@ivo - nds
v21
= /093(3—:1:)dx
2 v
= o ; (3 —z)dx
2

&
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1.4. Sums of Two Independent Two Random Variables:

Chapter 1. Multiple Random Variables:[?, 7, 7]

fu(u) =

27
= 0 otherwise

47. A discrete random variable Y has the pdf

fr(y) =

- pe-n-057)

v <6

0.56(y) + 0.50(y — 3)

U =Y;+Y; where Y's are independent. What is the pdf for U ? (7]

Solution:

fo) = / T @) fy(u— y)dy

_ /_ 10.56(y) + 0.55(y — 3)][0.56(u — y) + 0.55(u — y — 3)]dy

= /OO [0.256(y)0(u — y) + 0.256(y — 3)0(u —y) + 0.256(y)d(u —y — 3) + 0.256(y — 3)d(u —y — 3)]dy

—0o0

= 0.256(u) + 0.56(u — 3) + 0.256(u — 6)

48. A discrete random variable Z has the pdf

0.36(z — 1)+ 0.75(z — 2)

f2(z) =
V = Z1 + Z> where Z's are independent. What is the pdf for V' ? [?]
Solution:
W) = [ @zt - 2

0.095(v — 2) + 0.425(v — 3) + 0.495(v — 4)

49. A discrete random variable Y has the pdf

fx(z) =

/OO [0.36(z — 1)+ 0.76(z — 2)][0.36 (v — z — 1) + 0.78(v — z — 2)]d=

/Oo [0.096(z —1)6(v — 2z — 1) +0.216(2z — 2)6(v — 2 — 1) + 0.216(z — 1)6(v — z — 1) 4+ 0.496(z — 2)é(v — z — 2)]dz

0.66(x —2) +0.46(x — 1)

W = X; + X2 where X's are independent. What is the pdf for W ? [?]

Solution:

&
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

fw (w) / T @) fy (w— a)de

/00 [0.66(z —2) + 0.45(z — 1)][0.66(z — 2) + 0.46(z — 1))]dz

—o0

/00 [0.166(z — 1)6(w —x — 1) + 0.246(z — 2)d(w — z — 1) 4+ 0.248(x — 1)6(w — = — 2) + 0.366(z — 2)6(w — = — 2)]dx

0.166(w — 2) + 0.485(w — 3) + 0.365(w — 4)
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

35. Let X and Y be independent uniform random variables over (0, 1). Find and sketch the
pdfof Z=X+Y. [7]

Solution:
1 1
— — =1
fx(@) b—a 1—(0)
1 1
pr— pr— pr— 1
X(x) Y(y)
A A
0 T 0 T 7
X(=y) X(z-y)
N A
> X » X
1 0 z-1 z

Casel: 0<z<1
A Y()X(z-y)

f22) = [ @iy
=[x

0
> - = Wg=[-0
= z 0<zxl1

Case2: 0<(z—-1<1)—=1<2<2
4 YX(z-y)

o0

fz(2) = 3 Ix(@)fx(y —x)dy

o0

1
=[xy

> - = Wia=0-(-1)
= 22—z l<z<?2

0 z—1 1 z

The sketch of pdf Z=X+Y

12(2)

1 Tz

0 2

Figure 1.5: sketch of pdf Z = X +Y

&
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1.4. Sums of Two Independent Two Random Variables: Chapter 1. Multiple Random Variables:[?, 7, 7]

Note: Entire material is taken from different text books or from the Internet (different
websites). Slightly it is modified from the original content. It is not for any commercial
purpose. It is used to teach students. Suggestions are always encouraged.
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1.5. Sums of IID Random Variables Chapter 1. Multiple Random Variables:[?, 7, 7]

1.5 Sums of IID Random Variables

Consider a situation when each random variable is added its sum is having the same pdf. The pdf associated
with each f(z). This is denoted as independent and identically distributed (IID) random variables

v S
=1

Then the mean and variance of Xj is

The variance of X is

When n = 2

The variance of Wy is
Var[Ws] = 20%
When n =3

Wy = X1+ X9+ X3

= W+ X3
E [W3] = 3/L X
The variance of W3 is
Var[Ws] = 30%

Similarly continued then

The variance of W3 is

ah
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1.5. Sums of IID Random Variables Chapter 1. Multiple Random Variables:[?, 7, 7]

53. The random variable U has a mean of 0.3 and a variance of 1.5

a) Find the mean and variance of Y if
13
Y = — i
52U

b) Find the mean and variance of Z if

In these two sums, the U/s are IID  [7]

Solution:

a) The mean and variance of Y is
py = 0.3, 0[2] =15

py = pu =03
o2
op = L =""=0.0283
b) The mean and variance of Z is

pz = nuy =53(0.3) =15.9
0% = nop =53(1.5) =179.5

54. The random variable X is uniformly distributed between +1

a) Find the mean and variance of Y if
b) Find the mean and variance of Z if

In these two sums, the X/s are IID  [?]

Solution:

a) The mean and variance of Y is
px =0, ok =2 =0.333

py = px =
2
) 0% 0.3333
= X _ 29999 009
7Y n 37

b) The mean and variance of Z is

pz = nux =0
0% = no% = 37(0.3333) = 12.3333

55. The random variable V has a mean of 1 and a variance of 4

&
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1.5. Sums of IID Random Variables Chapter 1. Multiple Random Variables:[?, 7, 7]

a) Find the mean and variance of Y if

b) Find the mean and variance of Z if

In these two sums, the Vs are IID  [?]

Solution:

a) The mean and variance of Y is
py =1, U‘Q/ =4

py = pv =1
2
2 A 4
= — = — =0.0460
7Y n 87

b) The mean and variance of Z is

uz = npy =87(1) =87
0% = not =87(4) = 348

56. The random variable X has a mean of 12.6 and a variance of 2.1. The random variable
Y is related to X by Y = 10(X — px). The random variable Z is as shown here.

100
2 - Yy
i=1
where Y/s are IID. What are uz and 0%  [?]

Solution:

px =126, 0% =2.1

py = 10(px —px) =0
0¥ = 10%% =210
pz = 100py =0

0¥ = 1000} = 21000

57. The random variable X =3+ V, where V is a Gaussian random variable with a mean of
0 and a variance of 30. Seventy two independent realizations of X are averaged.

What are mean and variance of Y [?]

Solution:

&
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1.5. Sums of IID Random Variables Chapter 1. Multiple Random Variables:[?, 7, 7]

py =0, 0% =30

px = 3+ py =3
o% = 1%0% =30
py = 0
2
9 ox 30
= = =_—=041
oy o = 0.4167

58. X is random variable with a variance of 1.8 and a mean of 14 and. ¥ =X — uyx. Z is as
shown here.

100

1
= —> Y
100 4
=1
where Y/s are IID. What are mean and variance of Z  [?]
Solution:
px =14, 0% =18
py = px —px =0
ot = 1%0% =18
pz = py =0
2 0¥
= — =0.0180
77 = 100

59. The random variable Z is uniformly distributed between 0 and 1. The random variable
Y is obtained from Z as follows

Y = 3Z+55

One hundred independent realizations of Y are averaged

100
1

100 2= Vi
=1

a) Estimate the probability P(U < 7.1)

b) If 1000 independent calculations of U are performed, approximately how many of these
calculated values for U would be less than 7.17

[7]

Solution:

041
pz = —5— =05
2 b—a 1-0 1
O'Z = = = —_—
12 12 12
iy = Suz+55=3(05)+55=7
9
2 _ 2 2 _
Oy = 30'2—12
ru = Ky =

/9
oy = 71200—0.0866

&
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1.5. Sums of IID Random Variables Chapter 1. Multiple Random Variables:[?, 7, 7]

a) The probability P(U < 7.1)

PU<T71) = Fy(1l)=¢ (x - “)

o
71-7
= ¢ < 0.0866 >
= ¢(1.1547) From Z table
oy = =0.8759

b)

P(U <7.1)x 1000 = 876

60. The random variable Z is uniformly distributed between 0 and 1. The random variable
Y is obtained from Z as follows

Y = 35Z+525

One hundred independent realizations of Y are averaged

100
1

Y'i
100 4
=1

a) Estimate the probability P(V < 7.1)

b) If 1000 independent calculations of V are performed, approximately how many of these
calculated values for V would be less than 7.17

[7]

Solution:

0+1
nz = 5 = 0.5
9 b—a 1-0 1
oy = = — = —
12 12 12
py = 3.5pz+5.25=35(0.5)+525="7
3.5)2
oy = (3.5)%% = ( 12)
py = py =7

1
ouU 3.5 1200 0.1010

a) The probability P(U < 7.1)

PU<T1) = Fy(71)=6¢ (x _ u)

g
717
= ¢ < 0.1010 >
= ¢(0.9900) From Z table
oy = =0.8389

b)

P(U <7.1)%x 1000 = 839

&
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1.5. Sums of IID Random Variables Chapter 1. Multiple Random Variables:[?, 7, 7]

61. The random variable Z is uniformly distributed between 0 and 1. The random variable
Y is obtained from Z as follows

Y = 25Z+5.75

One hundred independent realizations of Y are averaged

100
1

100 “

=1

i

a) Estimate the probability P(W < 7.1)

b) If 1000 independent calculations of W are performed, approximately how many of these
calculated values for W would be less than 7.17

[7]

Solution:

Lz = > 0.5
) b—a 1-0 1
oy = =—=—
12 12 12
gy = 2.5z +5.75=25(0.5)+ 575 =17
2.5)?
0¥ = (2.5)%% = ( 12)
pu = py =7

1
= 25/ —— = 0.0722
ou 1200

a) The probability P(U < 7.1)

PU<T1) = Fy(71)=6¢ (x _ u>

g
717
= ¢ < 0.0722 >
= ¢(1.3850) From Z table
ot = =0.9170

b)

P(U<7.1)x1000 = 917

Note: Entire material is taken from different text books or from the Internet (different
websites). Slightly it is modified from the original content. It is not for any commercial
purpose. It is used to teach students. Suggestions are always encouraged.
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1.6. Conditional Joint Probabilities Chapter 1. Multiple Random Variables:[?, 7, ?]

1.6 Conditional Joint Probabilities

The conditioned cdf of a bivariate random variable is defined as

P{X<z)n(Y <y)NB}

Fxy(z,y|B) = P(B)
The joint pdf conditioned by an event B is defined as
82
fxy(z,y|B) = (%ayFXY(l‘»le)

The event B is a set of bivariate observations (x,y) in the (x) (y) plane

P(B) = //foy(x,y)dzdy

The above equation is convolution hence it can be written as

fxy(z,y)
Ixv(z,y|B) = { P (Y €B

0 otherwise

Conditional joint pdf for y is

rwip) = [ /B Fxv (@9 B)ds

fr(ylB) = / / Pyl B)dn

_ // fXY(U,y)du
x Jx+dr P(B)
fXY(l’,y)dx
P(B)
L _ oGy
_ Ixv(zy)
Pk =
Similarly
Ixy(z,y)
fxlaly) = fr(y)

Conditional cdfs are

Fr(ylz) = / fy () du

Fx(zly) = intZfx(uly)du
Conditional expectations are
BlaMlel = [ aio)fv wlo)dy
Bl = [ ga(o)fxaly)is

ah
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1.6. Conditional Joint Probabilities Chapter 1. Multiple Random Variables:[?, 7, ?]

Conditional mean and variance are

fyle = /Oo yfy (ylx)dy

o0

o, = / (v — iy o)y (yl)dy

—00

x|y =/ z fx (z|y)dx

[e.e]

Ny = / (X = pxpy)* fx (aly)d

—00
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1.6. Conditional Joint Probabilities Chapter 1. Multiple Random Variables:[?, 7, ?]

The detailed solutions are given in Exercise 11. Refer previous results.
62. Refer to Figure 3.20 used in Exercise 11. Find using (3.113), the pdf of Y conditioned
by X = 1. Then verify that the conditional pdf satisfies (2.12). Finally, find the mean and
the variance of Y conditioned by X =1. [?]

Solution:

It is given that

Ixy(z,y) = %
fx(z) = %(2—:1:)
 fxv(z,y)
fy(ylz) = i)
1
= - — —2<2<2
o) <z<
When X =1
fr(yll) = (Qix):@il)zl l<y<2,whenz=1
[e’s) 2
/_ frylhdy = 1 ldy = [y]] = [2—1]

Conditional mean and variance are

By|z=1 = / yfy (ylz)dy

- (MY|JZ)

2 372
- _ 2, Y
1 311
7
3

1
— Z[8—1]=
s8-1
) 7T (3\* 28-21
Y=t = 37\2) T 12
!
12

&
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1.6. Conditional Joint Probabilities Chapter 1. Multiple Random Variables:[?, 7, ?]

The detailed solutions are given in Exercise 12. Refer previous results.
63. Refer to Figure 3.21 used in Exercise 12. Find using (3.113), the pdf of Y conditioned
by X = 1. Then verify that the conditional pdf satisfies (2.12). Finally, find the mean and
the variance of Y conditioned by X =1. [?]

Solution:

It is given that

Fxv(ey) = g
fx(@) = %(24-:1:)
_ fxv(wy)

1
_ 8 .
= 7%(2 ) 2<x<?2
When X =1
fy(yll) = ! = ! 21 —1l<y<2,whenz=1

2+2) (2+1) 3

o'} 2
| ey = [ Zan=g0l =)

Conditional mean and variance are

1y |z=1 :/ yfy (ylz)dy

2 272
1 1|y
= / Fydy =7 | =
13 312,
11 1
= ——[4-1]==
32 2

0¥ :/ (v — pyio)* fr (ylz)dy
72

= (MY|x)

2 371
— Y
# = [ 5]

1 7
= Z[8+1]=
g +1=3
) 7 (1\? 28-27
Ve=t = 37\2) T 12
B
12

&
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1.6. Conditional Joint Probabilities Chapter 1. Multiple Random Variables:[?, 7, ?]

64. Refer to Figure 3.22 used in Exercise 13. Find using (3.113), the pdf of Y conditioned
by X = 1. Then verify that the conditional pdf satisfies (2.12). Finally, find the mean and
the variance of Y conditioned by X =1.  [?]

Solution:

It is given that

fXY('ray) = é
fx(@) = é(x+2)
_ fXY(xvy)

1
_ 8 _
= 7%(30—#2) 2<r<?2
When X =1
fr(wll) = : = ! 21 —2<y<l,whenzxz=1

@+2) (1+2) 3

Il
\H

| —
QL
<

Il

| =
&

—

|

|
—
+
o,

/wfﬂmn@

Conditional mean and variance are

1y |z=1 =/ yfy (ylx)dy

1 271
=i
/_23 312] 5
11
= —-[1—-4]=—=
32

2y = /w@—uyaﬁwwm@

—0o0
22

= > — (byp)?

ol
[N}

Il
D
(&) —

<

[\

&

<

I
| — |
w |,
| I
I —_
[\

1 7
= §[1+8]:§
7 /(1\? 28-27
Ml = 3_<2> T2
1
12

@
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1.6. Conditional Joint Probabilities Chapter 1. Multiple Random Variables:[?, 7, ?]

65. Refer to the joint pdf fxy(z,y) given in Exercise 9. Find using (3.113), the pdf of Y
conditioned by X = 2. Then verify that the conditional pdf satisfies (2.12). Finally, find the
mean and the variance of Y conditioned by X =2. [7]

Solution:

It is given that

Ifxy(z,y) = é
fx@) = S@+?)
_ fxy(z,y)
frlyl) = fx(x)
1
— 7%(;:_2) —2<x<?

When X =2

T —(4-1. 2
A2 = 2T Bt

1.90797 P 1.82 2

B 1 —(y — 0.6)2
Fr(wl2) = gﬂmnmm[jwnn)]

Note: Entire material is taken from different text books or from the Internet (different
websites). Slightly it is modified from the original content. It is not for any commercial
purpose. It is used to teach students. Suggestions are always encouraged.
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1.7. Selected Topics Chapter 1. Multiple Random Variables:[?, 7, 7]

1.7 Selected Topics

1.7.1 Chi Square Random Variables

The random variable V' where, for integers for r > 1
Vo= ) 7
=17

The random variable Z is the normalized Gaussian random variable defined as

fre) = e T <z<
z) = e 2 —0 <z <0
d V2T
The event expectations for the random variable Z
ElZ] = puz=0
E[ZY = o3 =1

Consider a new random variable Y which defined as
Y = 72

Conditional joint pdf for Y is

The expectations of Y are

=
S
Il

o
N
Il
w

The Characteristic function of Y is

biw = (1—j2w)2
When r=1 then V; =Y; =Y and
fvi(v) fy(v)
EV] = puy=1
Var[Vi]] = 0% =2
. o 1
Pvi(jw) = (1—j2w)" 2

When r=2then Vo =21+ Zo =Y + Yo =V +VY

E[V2] = 2uy =2
Var[Va] = 208 =4
by, (jw) = v (jw)? = (1 — j2w) !
Conditional joint pdf for Y is
le=% v >0

When r=3then V3 =214+ 22+ Z3=Y1 + Yo+ Ys=Vo +Y

ElV3] = E[W]+puy =3
VarlVi] = Varlvs] +o% =6
by (jw) = [y (jw)]® = (1 — j2w) 2

ah
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1.7. Selected Topics Chapter 1. Multiple Random Variables:[?, 7, 7]

Tre™ % v>0
R = {2

Continuing and in general r > 1

etz v>0
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1.7. Selected Topics Chapter 1. Multiple Random Variables:[?, 7, 7]

1.7.2 Student’s t Random Variables

The random variable T where, for integers for r» > 1

V/r

The joint pdf
frv = / frv(t,v)dv
0

By exchanging (¢,v) with (z,y)

frv = /000 fr(t|v) fv(v)dv

o) = [ 12 /orD

_ Y -2 r)()/2)
fT(t|U) 27r7“e
1 > 2
£ — [(r+1)/2-1] ,— (14t /r)(v/Z)d
i) = o /0 v ; ’

Let

w=(1 +t2/r)(v/2)

B 1 =l —w
Jr(t) \/%T(T/Q)(l —|—t2/7“)(7”+1/2) /0 v o

L (=)
VarD(r/2)(1 +t2/r)(r +1/2)

fr(t) =

Dr. Manjunatha P Prof., Dept of ECE, JNN College of Engg Shimoga manjup.jnnce@gmail.com 9964378365
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1.7. Selected Topics Chapter 1. Multiple Random Variables:[?, 7, 7]

1.7.3 Cauchy Random Variables

Consider a random variable X which is zero mean Gaussian random variable and another variable Y which
is zero mean Gaussian and these two related by the following relation

X
W =a—
vy
1 _x2/2
fx(:v):a 26 — 0o <r<o
oV 2
1 _y2/2
fY(y):aTme —00 <Yy <0

Assume that the joint pdf fyyy (w,y) is known then the pdf for the random variable W is

fw(w) :/—OOOOfWY(w,y)dy

fivw) = [ =oc™ fu (uly) )y
If y is variable with range —oco < y < co then
w="x
Y
Jwwly) = (y/a) fx(wyla)ly > 0 — (y/a) fx (wy/a)ly <0

fw(w) = / —00™(y/a) fx (wyla) fy (y)dy + / —00™(y/a) fx(wy/a) fy (y)dy

fw(w) = - ! 5 /00 exp [—(1 + (w/a)2y2/202] ydy
no? J,
v=(1+ (w/a)?y?/20>
fW(w)Zm —o<y<oo a>0

The cdf is

Frtw) = [ fwio)
1 1

i /w 1
= —tan <—)+f —o<r<oo a>0
s a 2
The characteristic function is
ow(jw) = exp(—alw|) —00 <& <00

ah
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1.7. Selected Topics

Chapter 1. Multiple Random Variables:[?, 7, 7]

1.7.4 Rayleigh Random Variables [?]

Consider a two independent Gaussian random variable X and Y with zero mean and same variance o and

are expressed in the following relation

Let

x

[x(z) x fy(y)

o227

rcosd y=rsinfd 0<r < oo

1 1

. ﬁ(:Ezﬂlz)

0<6<2r

ro= yat+y?

dxdy

Ixy (@, y)dzdy
P(r,0)drdd

2

P(r)0
0

fr(r)

1—e"

FR(T) r 2 0

rdrdf

P(r,0)drdd
"5 ()

6_ 202

o227

P(r,0)

r>0

<
%

Otherwise

Otherwise

r>0

Otherwise
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1.7. Selected Topics Chapter 1. Multiple Random Variables:[?, 7, 7]

1.7.5 Central Limit Theorem

Central Limit Theorem states that the sums of independent and identically distributed (IID)
random variables can become a Gaussian random variable.

Let X1, X, X3, X,, are independent and identically distributed (IID) random variables, then their sum
is

v S
=1

For independent random variables X and Y, the distribution fz of Z = X 4 Yequals the convolution
of fx and fy:

1 wo?
) = e X
fX( ) \/%O'X
1 lomy?
= e 20y
fr(y) N
By taking Fourier transform
) o2 w?
F{fx} = Fx(w)=exp[—jwpx]exp [_Xz}
. 022
F{fv} = Fv(w) = exp[—jwpylerp [_ P }

fz(2) = (fx*fy)(z)
= F'F{fx}.F{fy}

2,2
Oxw

} exp|—jwpylexp [— 0’%2} }

= F Y exp[—jwpx]exp [— 2
oo

= P {exp|—juwlux + py)lezp [— .
= N(zpx +py,0% +0%)

Consider a random variable Z is Gaussian distributed with parameters p and o, (abbreviated as
N (u; 02), if it is continuous with p.d.f. (probability density function)
1 _2z
2

e
V2T

Let 7y, Zo, Z3, Z,, be i.i.d. standard Gaussians, , then their sum is

n
W= )z
i=1
2
= ZZi:ZI+Z2

¢(2) =

i=1
1 7 1 7z
= —e 2 + e 2
V2T V2T
1 _zi+73
= e 2

ah
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