Chapter 1

Random-Process|?, 7]

1.1

Introduction

Random Processes:

Any physical quantity that varies with time is a signal.
Examples of signals are an electrocardiogram (ECG), and an electroencephalogram (EEG )signals.
There are two types signals which are

1. Continuous time signals

2. Discrete time signals

Continuous time signals have the time variable ¢ takes values from —oo to oo or in an interval between
tl to tQ.

Continuous time signals are indicated as z(t), y(t), z(t) and so on.
A discrete-time signal is a set of measurements taken sequentially in time (e.g., at every millisecond).

Fach measurement point is usually called a sample, and a discrete-time signal is indicated by by
z(n), y(n), z(n) , where the index n is an integer that points to the order of the measurements in
the sequence.

A random process is a time-varying function that contains the outcome of a random experiment for
each time instant, X (¢).

A random process is a time varying function, e.g., a signal.
A random process consists of infinite number of random variables.
Random Process are of two types

1. Continuous random process

2. Discrete random process
Real random process also called stochastic process

The collection of all possible sample functions of X (¢) is called an ensemble of X (t).
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Figure 1.1: An Ensemble of Signals

1.2 Probability Distribution and Density Functions
The cdf of a random process is defined as
Fx(z,t) = Pla(t) <}

The pdf of a random process is defined as

dFx(x,t
fx(a,t) = );; 1)
The bivariate cdf of a random process is defined as
Fx(i)X(t)(@1ze) = P{X(t1) <21, X(t2) < 22}
The bivariate pdf of a random process is defined as
92
IX(@r,t0) (wa,t2) (T, 122) = MFX(h)X(tg)

The bivariate cdf of a nth order multivariate random process is defined as

Fx ()X (t2) (@ 122) o (wnstn) = PIX(t1) <21, X(t2) < 22.. X (tn) < 20}
Similarly nth order multivariate density functions of order n exist

82
fX(a;l,tl)(zg,tQ)...(zn,tn)($,1$2 Ty) = MFX(tl)X(tg)

The mean of a random process is defined as

o
BXO) = [ afx@
—o0
The mean square px of a random process is defined as

X2(t) = E[X?(t) :/00 22 fx (z,t)dx

— 00
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The variance 03( of a random process is defined as

(X — px)?]
(X2 - 2ux X + pk]

= E[X?] - 2uxE[X]+ pk
[
[

ok =

&

&

= EXﬂ—%w+uX
X% -

S|

1.3 Stationary

A random process { X (¢)} is stationary if the pdfs and its statistical properties are invariant with changes
in time. For example, for a stationary process, X (t) and X (¢+ A) have the same probability distributions.

FX(t) ()

Stationary of order one: Consider a pdf of random process X (t) is

fX(t+ts)($) = fX(t)(x):fX(ac)

The pdf is independent of any time shift hence its mean of the random process X (t) is also a constant

= Fxuqna)(z) forallt, t+A

KX (t) () = px
The variance of the random process X (¢) is also a constant

2 _ 2
Ox@) — 9x

Stationary of order two: Consider a pdf of random process X (t) is

X+t X (ta4) (T1,T2) = fx(y)x(t2) (71, 72)
Let
t+ ts ¢
ty t—t
to + tg to+t—11
to + 1 t—i—(tg—tl)
= t4+7

The mean of the random process X (t) is also a constant
EX®)] = px
E[X(t)X(t+ 7)]

The correlation of a wide sense stationer is independent of time, it depends upon 7. When the time
difference is 0 i.e., T=to —t1 =0=t1 =to =1t

EX®)X(®)] = EIX*(t)] =0k + 1k

The above relation is a autocorrelation Ry (7) of a random process X (t)
Rx(r) = E[X*(t)] =o% + 1k

If a random process X (t) has first and second order stationary, then it called Wide-Sense
Stationary Random Processes
Wide-Sense Stationary Random Processes A continuous-time random process X (¢) is wide-sense
stationary (WSS) if it follows the following properties

@
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1. The mean is independent of time ¢
E[X(t)] = px@) = px = constant

The variance of the random process X () is also a constant

2. The autocorrelation function only depends on time difference

Rx(r) = BIX(H)X(1)] = E[X*(t)] = 0% + uk

A discrete-time random process {X (n),n € Z} is weak-sense stationary or wide-sense stationary (WSS) if

1. ux(n) =pux forallneZ

2. Rx(ni,n2) = Rx(n1 —n2) forallni,ny € Z
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1.4 Correlation Functions:

The correlation functions between two random wariables is a measure of the similarity
between the variables.
There are two types of correlation functions

1. Auto-Correlation Functions

2. Cross-Correlation Functions

1.4.1 Auto-Correlation Functions:
The correlation of a signal X(t) with itself is called as autocorrelation. This is denoted as
Rx(r) = E[X()X(t+7)]

where t and 7 are arbitrary. When 7 = 0 the autocorrelation function is the average of the random process
squared. It is also called average power.

Rx(0) = E[X(1)X(t)] = E[X*(t)] = 0% + uk
For —7
Rx(-7) = E[X({)X(t—7)]
Lett! =t—71

Rx(—7) = E[X{' +7)X(t)]
— EXE)X( +7)]

Rx(-7) = Rx(7)
The autocorrelation function is an even function of 7.

E X} =EX?|=p% +0% j=i

ElXX) = { E[XiX;] = u% Jj#i

The bounds on auto-correlation function is

E{Xt)£X(t+71)}
E{X2(t) £2X()X(t+ 1)+ X2t + 7)}7]

AVANAY,
|

By performing expectations

Rx(0) £ 2Rx(r)+ Rx(0) > 0

[Rx ()] < Rx(0)

If X(t) is a random process with non zero mean, then it is defined as auto-covariance function

Cx (1)

Cx()Bx(0) = E{X(t) = px H{X (¢ +7) — px}]
= Rx(r) -k

The power spectral density of is defined as

/ Rx(m)e™“Tdr > 0 for all w

@
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Properties of Auto Correlation Functions
e Rx(7) is bounded as

[Bx(7)] < Rx(0)
e Auto Corrrelation function is even symmetry
Rx(—7) = Rx(7)
e The mean value of the random process is obtained using autocorrelation using the following relation

E[X?(t)] = X2(t) = ok + uk = Rx(0)

1.4.2 Cross-Correlation Functions:

Consider a two random process X (t) and Y (¢) are wide sense stationary. When we consider both the
random process it is called as jointly wide sense stationary. Then their cross-correlation function is defined
as

Rxy(r) = E[X@®)Y(t+7)]
Ryx(r) = EY{)X(t+T)

where t and 7 are arbitrary. The order of the subscript is
Rxy(—7) = Ryx(7)
If Y (t) is periodic with period T', then
Rxy(tr+T) = Rxy(7r)
If X (¢) is periodic with T, then
Ryx(t+T) = Ryx(T)

The bounds on cross-correlation function is

E[{X(t) £ kY (t+7)}?
E{X2(t) £ 2kX ()Y (t + 1) + E*Y2(t +7)}7]

AVARLYS

By performing expectations
Rx(0) + 2kRxy (1) + K*Ry(0) > 0
Ifk=1
Rx(0) £2Rxy (1) + Ry(0) > 0

Then it becomes
Ray(D] < = 5[Rx(0) + Ry (0)]
If k is a positive and real constant then
k’Ry (0) + 2kRxy (1) + Rx(0) > 0

The quadratic will be never negative if it does not have real roots. If its discriminant is

AR%y (1) — 4Rx(0)Ry(0) < 0

@
Dr. Manjunatha P Prof., Dept of ECE, JNN College of Engg Shimoga manjup.jnnce@gmail.com 9964378365 @"6



1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

|[Rxy(7)] < +/Rx(0)Ry(0)

For example for a quadratic equation
ar’ +br+c = =0

then its discriminant is b2 — 4ac

The geometric mean is
1
Rx(0)By(0) = 5[Rx(0)+ Ry(0)]

A cross correlation function is

Cxy(r) = E[X(@)—px)Y(E+7)— py)
= Rxvy(7) — pxpy

Cyx(r) = E[Y(#)—puy)(X(E+7)—px)
Ry x (1) — py px

Addition and Subtraction

sin(A+ B) = sinAcosB — cosAsinB
sin(A— B) = sinAcosB + cosAsinB
cos(A+ B) = cosAcosB — sinAsinB
cos(A—B) = cosAcosB + sinAsinB
tanA + tanB
A+B) = ———
tan(4 + B) 1 —tanAtanB
tanA — tanB
tan(A-B) = ——Mm——
an( ) 1+ tanAtanB
Product Identities
1
sinAcosB = 5 (sin(A+ B) + sin(A — B))
1
cosAsinB = B (sin(A+ B) — sin(A — B))
1
cosAcosB = B (cos(A+ B) + cos(A — B))
1
sinAsinB = 5 (cos(A — B) — cos(A+ B))

Example 4.2 The random process described by
Y(t) = Acos(w.t+ 0O)

where A and w.t are constants and © is a random variable distributed uniformly between +x
Find the pdf of random variable ©, mean and autocorrelation function of Y

Solution:

@
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The pdf of random variable ©
fe(0)

fe(0)

The mean of random variable Y

™

ny

—T

™

2
0

Autocorrelation function Ry (7)

A2
27 J_r
A2

EY(#t)Y(t+ 7)]

™

m
2 J_,
A2 s
2 J_,

T

dx

de
df

Limits, when 8 = 7

when 0 = —m

r

[cos(2wet + weT + 20)]dO

™

P2 -

1
2

—rT<0<m

otherwise

1
Acos(wct + 9)2—d9
T

™
coswetcost — sinw tsinfdo

A . .
o [coswtsing + sinw tcosd]™

i[0 + sinwt(—1 — (=1))]

Acos(wet + 9)) (;Acos(wc(t +7)+ 0)) db
cos(wet 4 0)cos(we(t + 7) + 6)df

[cos(2wet + weT + 20) + cosw,T|dO

[cos (2wt + weT + 20) + cosw,.T|dO

2wct + weT + 20

0+0+2

dﬁ
2

2wet + wer + 27

2wt + wer — 21

2wet+werT—27

T
(cosw);

2WettweT+27

Lo o wcttwer—2

3 [‘%nx]chtIﬁc:JrQ:

1

§[sin(2wct + weT + 27) — sin(2wct + wer — 27)]
1 . .

§[Szn(2wct + weT + 27) — sin(2wct + wer — 27)]
1

3 [sin(2wct + weT) — sin(2wct + weT))

0
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™

/ [cosw,T]dl = cosw.T[0]"

-7

= 27cosw.T
A2
EY®)Y(t+71)] = 2—27Tcoswc7'
T
A2
= 7003%7’
The ensemble variance is constant
A2
oy = Ry(0)= 5

From the above discussions it is observed that
1. E[Y (t)] = 0=Constant and
2. E[Y(t)Y(t+ 7)] = Ry(7), it is independent of absolute time hence

Y'(t) is a wide sense stationary.
Example 4.6 Consider two random process X (¢) and Y (¢) which are independent, jointly wide
sense stationary random process described by

X(t) = Acos(wit+ 0y)
Y(t) = Bcos(wat+ O2)

where A, B and w;t wetare constants and ©; and ©5 are random variable distributed uniformly
between +7 Let X(¢) and Y (¢) are related by

WH)X(t) = X@)Y()
Find the autocorrelation function of W

Solution:

The autocorrelation function of X(¢) and Y (¢) are

AQ
Rx(r) = 700&017'
BZ
Ry(r) = 5 coswaT
A? B?
Rw(t) = 5 COSWIT — = CosWaT
A?B?
= 4 coswiTcoswaT
A?B?
= 5 [cos(wi + wa)T + (w1 — we)T]
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6. The random process described by
X(t) = Asin(wt+0O)

where A and w, are constants and O is a random variable uniformly distributed between +7.
Is X(t) wide-sense stationary? If not, then why not? If so, then what are the mean and
autocorrelation function for the random process?  [?]

Solution:

The pdf of random variable ©

1 1
0 pu— pr—
Jo(6) b—a w—(—m)
o
% —rT<f<7
fe(8) =
0 otherwise
The mean of random variable X
T - 1
ux = Asin(wet + ) =—db
. 27
A ™
= 5 sinw.t cost — cosw.t sinbdo
(L —"

= o [sinwtsind + coswctcosd]™

A .
- ﬂ[o + sinwet(—1 — (—1))]

=0

Autocorrelation function Rx(7)

™1
EX(OX(t+7)] = / o (Asin(wet +0)) (Asin(we(t +7) +0)) do
A27r ™
= o sin(wet + 0)sin(we(t + 7) + 0)d6
m —T
A? [T 1
= 5 i[coswcT — cos(2wct + weT + 26)]do
™ —T
AQ T
= o [cosw.T — cos(2wct + weT + 26)]dO
T J—x

T = 2wt + wer + 20
B —=0+0+2
g = %

Limits, when 0 = 7
T = 2wt + wer + 27
when 0 = —7
T = 2wWet + weT — 27

o
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i QvctweT+2m o
/ [cos(2wet + weT + 20)]d0 = / (cosx)7
o QwettweT—2m
— = [S,L'nm]2wct+wcT+27T

2Wett+wer—21

[sin(2wet 4+ weT 4 2m) — sin(2wet + weT — 27)]
[sin (2wt + weT + 27) — sin(2wet + weT — 27)]

[sin (2wt + weT) — sin(2wet 4+ weT)]

ORI RN RN N -

™

/ [cosw,T]dl = cosw.T[0]"

-7

= 2Tcosw.T
AQ
EXt)X(t+71) = 4—27TcoswCT
T
A2
Rx(1) = 5 cosweT

From the above discussions it is observed that
1. E[X(t)] = 0=Constant and
2. E[X(t)X(t+7)] = Rx(7), it is independent of absolute time hence

X(t) is a wide sense stationary.

7. The random process described by
X(t) = Acos(wct+ ¢+ 0O)

where A w, and ¢ are constants and © is a random variable uniformly distributed between
+7. Is X(t) wide-sense stationary? If not, then why not? If so, then what are the mean and
autocorrelation function for the random process?  [?]

Solution:

The pdf of random variable ©

1 1
fol0) = 3= =—— —
1
oo
% —T<f<7
fe(0) =
0 otherwise

The mean of random variable X

o
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4 1
x = / cos(wct—kqb%—@)%de

—T

r = wt+o+0
Z—Z = 0+0+db
g = dx
Limits, when 8 =«
r = wilt+o+m
when 6 = —7
T = Wwit+o—m

T 1
px = / cos(wct+¢+@)%d9

—Tr

A [wettotT
= or / cosxdx
m w,

ct+¢—ﬂ'
— y ct+¢+
= 3 [sznx]gct_i_(ﬁ_;
A .
= %[sm(wct + ¢+ 7) — sin(wet + ¢ — )]
A
= ﬂ[—sin(wct + @) + sin(wet + ¢)]
= 0

Autocorrelation function Rx(7)

™1
EIX(O)X(t+7)] = / o (Acos(iet + 6+ 6)) (Acos(elt +7) + 6+ 6)) df
AQTr ™
= 5 cos(wet + ¢ + 0)cos(we(t +7) + ¢ + 6)do
™ —T
_ Ay (2wt + wer + 20)]d0
= %/ 3 cosw.T — c08(2wct + weT
A2 ™
= [cos(2wet + weT + 2¢ + 20) + cosw,.T]dl
™ —T
T = 2wt~ weT + 26
Z—z = 0+0+2
dx
dfd = 5

Limits, when 0 = &
T = 2wt 4+ w.r+ 27
when 0 = —m

r = 2w+ w.T—27

ah
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2wet+werT+2T

4 dx
cos(2w.t + wet + 20)|d8 = coST)—
os( :
o 2wet+werT—27
Lo owcttwert2
R e s
1
= §[sin(2wct + weT + 27) — sin(2wet + wer — 27)]
1 . .
= §[sm(2wct + weT + 27) — sin(2wct + wer — 27)]
1
= 3 [sin (2wt + weT) — sin(2wet + weT)]
=0

™

/ [cosw,T]dl = cosw.T[0]"

—T

= 2mcosw.T
A2 A2
EXt)X(t+71)] = Rx(r)= 4—27rcoswc7' = 5 cosweT
7r

From the above discussions it is observed that
1. E[X(t)] = 0=Constant and
2. E[X(t)X(t+ 7)] = Rx(7), it is independent of absolute time hence

X(t) is a wide sense stationary.

8. The random process described by
X(t) = Acos(wt+©)+ B

where A, B and w, are constants and © is a random variable uniformly distributed between
+7. Is X(t) wide-sense stationary? If not, then why not? If so, then what are the mean and
autocorrelation function for the random process?  [?]

Solution:

The pdf of random variable ©

1 1
0 p— p—
fe(0) T
_ 1
27
% —rT<0<m
fe(0) =
0 otherwise
The mean of random variable X
ux = E[X(t)] = E[Acos(w.t + ©) + B]

4 1 ™1
= / Acos(w.t + 9)2—(19 + B/ 2—d9
7r T

—T —T

o
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Limits, when 0 = 7

when 0 = —7

T = wet+0
de = 0+df
dd = dx
r = wt+m
r = wt—m

iy
1
wx = / Acos(wct + 60)—db
o 27
A welt+mT
= — cosxdx
2 wet—1

wet+m

= 5 [Sinm]wct—ﬂ

2

= %[sin(wct + ) — sin(wet — )]

= %[—sin(wct) + sin(wct)]
= 0

™1 B
B -0 = [0,

—T

Autocorrelation function Rx(7)

E[X(t)X(t+ 7))

cosAcosB = % (cos(A+ B) + cos(A — B))

E[(Acos(wet + ¢ + B)) (Acos(we(t + 7) + B))]
E[(A2cos(wct + ¢)) (cos(we(t +7) 4+ @) + AB (cos(we(t + 7) + ¢)) + AB (cos(wet + ¢)) + B

A% [T 1
o B [cos(2wet + weT + 26) + cos(wer)] dO 4+ 0 + 0 + B?
™ —T

A2
7cos(wc7') + B?

A2

EXt)X({t+71)] = ?cos(w(ﬂ') + B?
A2

Rx(t) = ?cos(wJ) + B2

From the above discussions it is observed that

1. E[X(t)] = B=Constant and

2. E[X(t)X(t+ 7)] = Rx(7), it is independent of absolute time hence

@
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X(t) is a wide sense stationary.

10. The random process described by

X(t) = AZcos*(wet+ 0)

where A and w, are constants and O is a random variable uniformly distributed between +.
Is X (t) wide-sense stationary? If not, then why not? If so, then what are the mean and
autocorrelation function for the random process?  [?]

Solution:

The pdf of random variable ©

1 1
9 p— pr—
™
217T —nr<0<m
fo(0) =
0 otherwise

The mean of random variable X

px = FE[X(t)] = E[A%cos*(w.t + ©)]

AZ
= 7E[1 + cos(2w.t + 20)]
AQ AQ ™
= —+ cos(2w.t + 20)db
2 2 J_.
r = 2w+ 20
de = 0+ 2d0
dx
0 = —
d 2
Limits, when 6 = 7
T = 2wt +27
when 0 = —7
T = 2wt —27

= / cos(2wct+20)id0

o 2T
AZ 2wet+2m
= — cosxdr
4w Qwet—2m
2
A 2wet+2m

= o sinalagi o
A2
= Z[sin@wct + 2m) — sin(2wt — 27)]
T
A2
= 4—[81’71(2@315) — sin(2wct)] =0
™
AQ
o=y

o
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Autocorrelation function Rx(7)

EX()X(t+71)] =

E[(A%cos*(wet + ©)) (Acos(we(t + 7) + B)A2cos®(wet + O))]

ifE[{l + cos(2wct + 20) H1 + cos(2w.(t + 7) + 20)}]

A? i 1 i 1
T{l + / cos(2wct + 20) —df + / cos(2w(t + 1) + 20)—dO}

- 27 - 27

4 1

/ cos(2wct + 20)cos(2w.(t + 7) + 20)2—d9

- ™

A? 1 ("

T{l +0+0+ = [cos(dwet + 2w, + 460) + cos(2w.T)] db}
™ —T

A? 1

—{14+ = 2w,

1 {1+ 2608( wer) }

2

EXt)X(t+71)] = Aj{l + %COS(ZWCT)}
A? 1

Rx(r) = Z{1 + 5005(2&107')}

From the above discussions it is observed that

1. E[X(t)] = A;:Constant

2. E[X(1)X(t+7)] = Rx (7

and

), it is independent of absolute time hence

X (t) is a wide sense stationary.

12. The random process described by

X(t) = Acos(wet + O)+ Beos(wst)

where A, B w., and w; w. # ws are constants and O is a random variable uniformly distributed
between +m. Is X(t) wide-sense stationary? If not, then why not? If so, then what are the
mean and autocorrelation function for the random process?  [?]

Solution:

The pdf of random variable ©

1 1
fel®) = b—a 71— —)
1
oo
% —nr<f<T
fe(0) =
0 otherwise

The mean of random variable X

ux

= E[X(t)] = E[Acos(wct + ©) + Beos(wst)]
= A cos(wet + 29)%619 + Beos(wst)
™

—T

= Bcos(wst)

o
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From the above discussions it is observed that X (¢) is not a wide sense stationary, because its mean is not
a constant.

13. The random process described by
X(t) = Acos(wet+0O)

where A and w., are constants and © is a random variable uniformly distributed between
+7. Is X (t) wide-sense stationary? If not, then why not? If so, then what are the mean and
autocorrelation function for the random process?  [7]

Solution:

The pdf of random variable ©

1 1
fol0) = 3= = /2 — (—1/2)
1
B
L —rn/2<0<n/2
fe(0) =
0 otherwise

The mean of random variable X

ux = E[X(1) :E[Acos(wct—ké))%]
/2

1
= A cos(wet + 60)—db
—/2 ™

T = wit+0
dd = dx

Limits, when 6 = /2
r = wet+m/2
when 0 = —7/2

r = wet—m/2

/2 1
ux = A cos(wct + 0)—db
—/2 ™
wet+m/2
_ 4 cos(z)dx
™ wet—m/2

A
= —cos(wct+7/2) — cos(wet — 7/2)
T

= ——cos (wet)

From the above discussions it is observed that X (¢) is not a wide sense stationary, because its mean is not
a constant.

o
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

14. The random process described by
X(t) = Acos(w.t+0O)

where A and w,, are constants and O is a random variable uniformly distributed between 0
and 7. Is X(t) wide-sense stationary? If not, then why not? If so, then what are the mean
and autocorrelation function for the random process?  [?]

Solution:

The pdf of random variable ©

1 1
0 pr— pr—
f@( ) b—a T — (0)
_ 1
o7
Lo<o<n
fo(0) =
0 otherwise
The mean of random variable X
1
ux = FE[X(t)] = FE[Acos(w.t+ O)—]
T
4 1
= A/ cos(wct + 0)—db
0 s
T = wt+0
df = dx
Limits, when 8 =0
r = w.t
when 6 =7
r = wt+m

4 1
px = A/ cos(wet + 0)—db
0 ™

A wet+m
= — sin(x)dz
m wet

A
= —sin(w.t + 1) — sin(wct)
T

_ - sin(wet)
T

From the above discussions it is observed that X (¢) is not a wide sense stationary, because its mean is not
a constant.

15. A random process described by

X({t) = V

o
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

where V' is a random variable uniformly distributed between 0 and 4. That means that each
realization of X (¢) = V is constant v, that the constant varies from one realization to the next,
and that the variation is described as uniformly distributed between 0 and 4. Is X (¢) wide-
sense stationary? If not, then why not? If so, then what are the mean and autocorrelation
function for the random process? (7]

Solution:

The pdf of random variable X

1 1
W) = = = 1w
1
4
1 0<0<4
fx(z) =
0 otherwise

14 102"
px = E[X(t)]:E[V]:4/O vdv:4[2]0:[42‘—0}
= 2
1t 1[0*]"
EXOX(t+71)] = E[v2]_4/0 v2dv:4[h
1
= -0
16
3

From the above discussions it is observed that

1. E[X(t)] = 2=Constant and
2. E[X(t)X(t+7)] = Rx(r) = 1, it is independent of absolute time hence

X(t) is a wide-sense stationary.

16. A random process described by
X(t) =V

where V is a random variable uniformly distributed between 0 and 2. That means that each
realization of X (¢) = V is constant v, that the constant varies from one realization to the next,
and that the variation is described as uniformly distributed between 0 and 2. Is X (¢) wide-
sense stationary? If not, then why not? If so, then what are the mean and autocorrelation
function for the random process?  [7]

Solution:

The pdf of random variable X

fv(v) = =

o
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1.4. Correlation Functions:

Chapter 1. Random-Process[?, 7]

fx(x)

The mean of random variable X

N[ =

From the above discussions it is observed that

1. E[X(t)] = 1=Constant and

0<f6<2
otherwise
1/2 1[#]2 )
= vdv= - |—=| =-12°-0
2 Jo 2121, [ }
1 /4 1 1134
EV2:/ v2dv:[}
v 2 Jo 213 ],
1
— 23 -0
L2 0]
4
3

2. E[X(t)X(t+7)] = Rx(7) = 3, it is independent of absolute time hence

X (t) is a wide-sense stationary.

17. A random process described by

X

t) =

where V' is a random variable uniformly distributed between 0 and 3. That means that each
realization of X (¢) = V is constant v, that the constant varies from one realization to the next,
and that the variation is described as uniformly distributed between 0 and 3. Is X (¢) wide-
sense stationary? If not, then why not? If so, then what are the mean and autocorrelation

function for the random process?  [?]
Solution:
The pdf of random variable X
fr(v) =
1
3
fx(z) =
0
The mean of random variable X
px = E[X(1)] =E[V]=
_ 3
2

0<f6<3

otherwise

&
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

3 0313
BIXOX(t+7)] = E[VQ]:;/O v2dv:;[3]

From the above discussions it is observed that
1. E[X(t)] = 3=Constant and

2. E[X(t)X(t+ 7)] = Rx (1) = 3, it is independent of absolute time hence

X (t) is a wide-sense stationary.
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

1.4.3 Addition of Random Processes:

Consider the addition of two random independent, jointly wide-sense stationary random precess X (¢) and
Y(t) is

W) = X(t)+Y(t)

The autocorrelation function of the sum W (¢) is

Rw(t) = E{XWO)+YO)H{X{t+1)+Y({t+71)}]
= EXO)Xt+n+XO)Y(t+7)+YO)Xt+7)+Y)Y(t+7)}
= Rx(T)—i-ny(T)+Ryx(T)+Ry(7')

If X(t) and Y (¢) are independent, then the cross-correlation function is
Rxy(r) =Ryx(t) = pxpy
If X(¢) or Y(¢) has a zero mean then

Rw (1) = Rx(7) + Ry (1)

18. The autocorrelation function for random process Z(t) is

[ 501 —|7|/T) —-T<t<T
Rz(r) = { 0 otherwise

A random process X(t) is the sum

where U is a random variable with a mean u; = 4, a variance U?J = 25, and is independent of
Z(t). Find the autocorrelation function of X(t) [7]

Solution:

E[Z(t)] = 0
Autocorrelation function Rx(7)

Rx(t) = E{Zt)+UM{Z({t+71)+ U}
= EZW)Z(t+7)+UZ(t+71)+UZ(t) + U?

19. The autocorrelation function for random process Z(t) is

401 —|7|)T) —-T<t<T
Rz(r) = { 0 otherwise

&
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

A random process X(t) is the sum

where U is a random variable with a mean uy = 5, a variance U% = 15, and is independent of
Z(t). Find the autocorrelation function of X (¢) [7]

Solution:

EZ(t)] = 0
Autocorrelation function Rx (1)

Rx(r) = E{ZMW)+UMHZ({t+71)+ U}
= EZM®)Z(t+7)+UZ(t+71)+UZ(t) + U2

20. The autocorrelation function for random process Z(t) is

[ 60(1—|7|/T) —T<t<T
Rz () = { 0 otherwise

A random process X () is the sum
X)) = Z(t)+U

where U is a random variable with a mean uy = 4, a variance U,QJ = 20, and is independent of
Z(t). Find the autocorrelation function of X (¢) [7]

Solution:

E[Z(t)] = 0
Autocorrelation function Rx(7)

Rx(t) = E[{Z({t)+UHZ({t+ 1)+ U}
ElZ®)Z(t+7)+UZ(t+71)+UZ(t) + U

ol
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G
+ +
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=L
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

21. The random process X (¢) has the autocorrelation function

_ 1w —irl/ry) —n<T<7N
Rx (1) = { 0 otherwise

The random process Y (t) is independent of X (¢) and has the autocorrelation function
[ 15(1—|r|)T) —-T<t<T
Ry (7) = { 0 otherwise
X(t) = Z(t)+U

where T > 7y. The random process Z(t) = X(t) + Y (t). For Z(t), find the autocorrelation
function, its total power, its dc power, and its ac power. Is Z(t) wide-sense stationary? [?]

Solution:

0% =10,ux = 0,02 =15, uy = 0, Autocorrelation function Rz(7)

Rz(T) = Rx(T> +Ry(T)

It is mentioned that 7' > 7, Rz(7) is summation of the autocorrelation function of Rx(7) and Ry (7),
Rx (1) is within the limits of Ry (7), hence we have to consider the limits for Rz(7) from 0 < |7| < 7
and 7y < |7| <T
From 0 < |7] < 7 the Rz(7) is

Rz() = 15(1—|7|/T) +10(1 - |r|/7x)

From 7 < |7| < T the Rz(7) is

Ry(r) = 15(1—|7|/T)

15(1 — |7]/T) +10(1 — |7|/7n) 0 < |7| < 7n
Rz(t) =< 15(1 —|7|/T) ™w<|r|<T
0 otherwise
From the above discussions it is observed that
1. The mean of Rz(1) =0
2. Rz(7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Rz(7) is

= 0% +op =10+15
= 25

&
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

22. The random process X(t) and Y (¢) are jointly wide-sense stationary and they are
independent. Given that W (t) = X(¢) + Y (¢) and

vt = 10 e (1)

3;“‘) _3<7<
Ry(r) = 10( d 3573
0 otherwise

For W (t), find its autocorrelation function, its total power, its dc power, and its ac power.
Is W(t) wide-sense stationary?  [?]
Solution:

It is mentioned that X (¢) and Y (¢) are jointly wide-sense stationary and they are independent. % =
10, ux =0, 052, = 10, uy = 0, Autocorrelation function Rz(7)

Rw(r) = Rx(7)+ Ry(7)

Rz(7) is summation of the autocorrelation function of Rx(7) and Ry (1), Rx(7) is within the limits
of Ry (1), hence we to consider the limits for Rz(7) from 0 < |7| < 3 and other than this limits
From 0 < |7] < 3 the Rz(7) is

Rz(r) = 10 exp (_’;’> 410 (3—3!T!>

Otherwise

10 (%‘T') otherwise
From the above discussions it is observed that
1. The mean of Rz(7) =0
2. Rz(7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Rz(7) is

= 0% +02=10+10
= 20

&
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

23. The random process X (¢) has the autocorrelation function

[ 10 exp(1 —|7|/77) —Tn <T<7TN
Rx(7) = { 0 otherwise

The random process Y (t) is independent of X (¢) and has the autocorrelation function

WBTr

Ry(r) = 13(

where (27)/wp > 7. The random process Z(t) = X (t)+Y (t). For Z(t), find the autocorrelation
function, its total power, its dc power, and its ac power. Is Z(t) wide-sense stationary? [7]

Solution:

It is mentioned that X (¢) and Y (¢) are jointly wide-sense stationary and they are independent. 0% =
10, ux = 0,0% = 13, uy = 0, Autocorrelation function Rz (1)

Ry (1) = Rx(r)+ Ry(7)

Rz(7) is summation of the autocorrelation function of Rx(7) and Ry (7), Rx(7) is within the limits
of Ry (7), hence we have to consider the limits for Rz(7) from 0 < |7| < 7y and other than this limits
From 0 < |7] < 7 the Rz(7) is

Rz(t) = 10 exp(l — |7|/7n) + 13 <Sm(wBT)>

Bt

Otherwise

101~ |7l/7x) + 13 (S1e82)) 0 < || <3

wWBr

Rz(T) =
13 (%) otherwise
BTt
From the above discussions it is observed that
1. The mean of Rz(1) =0

2. Rz(7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Rz(7) is

= ox+oy=10+13
= 23

&
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1.4. Correlation Functions: Chapter 1.

Random-Process[?, 7]

24. A random process X (t) has the autocorrelation function
Rx(t) = 1bexp(-2|1]) —oco<T< 00
The random process Y (t) is Y (¢) = X(¢) — 3
a. What is the autocorrelation function of Y (¢)?
b. What are the total power, the dc power, and the ac power of Y (t) ?

c. What is the cross-correlation Rxy(7)?  [7]

Solution:

It is given that Rx(7) has 0% = 15 and px = 0.
It is given that Y (¢) = X(t) — 3 0% = 15 and ux = —3.

a. The autocorrelation function of Y (¢) is

Ry(r) =

Y (@)Y +7)] = E{X(t) - 3H{X(t +7) — 3}]
[X(O)X(t+7) —3X(t+7) — 3X(t) + 9]
= ny(T) +9

E
E

b. The total power, the dc power, and the ac power of Y (¢) are
The total power

EY?*(t) = o +pd =15+9=24
The DC power is
pyo= 9
The AC power is
oy = 15

c. The cross-correlation Rxy(7) is

Rxy(r) = EX@Y(t+7)]=E{XOHX({t+7)-3}]
= EX{t)X(t+71)—3X(t)]
= Rx(7)

25. A random process X (t) has the autocorrelation function
Rx(t) = 10cos(w.r) —o00o<T <00
The random process Y (t) is Y (t) = X(t) — 4
a. What is the autocorrelation function of Y (¢)?
b. What are the total power, the dc power, and the ac power of Y (t) ?

c. What is the cross-correlation Rxy(7)?  [7]

&
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1.4. Correlation Functions: Chapter 1.

Random-Process[?, 7]

Solution:

It is given that Rx(7) has 0% = 10 and px = 0.
It is given that Y () = X (t) —4 0% = 10 and ux = —4.

a. The autocorrelation function of Y (¢) is

Ry(r) =

Y)Y (t+7)] = E{X(t) - 4{X(t +7) - 4}]
= (X(O)X(t+7)—4X(t+7)—4X(t) + 16]
= Rxy(r)+16

E
E

b. The total power, the dc power, and the ac power of Y (¢) are
The total power

EY?(t)] = o3 +up3 =10+ 16 = 26
The DC power is
py = 16
The AC power is
oy = 10

c. The cross-correlation Rxy(7) is

Rxy(r) = EXQ@QY(t+7)]=E{X{EO)HX(t+7)—4}]

26. A random process X (t) has the autocorrelation function

_fBA-|r/T) -T<7<T
Rx(r) = { 0 otherwise

The random process Y (t) is Y (t) = X(t) — 2
a. What is the autocorrelation function of Y (¢)?
b. What are the total power, the dc power, and the ac power of Y (t) ?

c. What is the cross-correlation Rxy(7)?  [7]

Solution:

It is given that Ry (7) has 0% = 13 and ux = 0.
It is given that Y (t) = X (t) — 2 0 = 13 and ux = —2.

a. The autocorrelation function of Y (¢) is
Ry(r) = EBY(O)Y(+7)]=E{X(#) = 2H{X(t+7) - 2}]

(X)X (t+7)—2X(t+7)—2X(t)+4]

= ny(T) +4

E
E

b. The total power, the dc power, and the ac power of Y (¢) are

&
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

The total power

E[Y2(t)] = o3y +p3 =134+4=17
The DC power is
py = 4
The AC power is
oy = 13

c. The cross-correlation Rxy (7) is

Rxy(r) = EX@Y(t+7)]=E{X()HX(E+7)-2}]
(

I
IS
>

27. X(t) and Y (t) are zero mean jointly wide-sense stationary random process. The random
process Z(t) is

Z(t) = 3X(t)+Y(t)

Find the correlations Rz(7), Rzx(7), Rxz(7), Rzy(7) and Ryz(t) [?]

Solution:

Rz(t) = ElZW)Z({t+71)=E[{3X{#t)+Y®)H3X{t+7)+Y(t+7)}]
E[{9X(t)X(t+7)}+{83X0)Yt+n}+{83X{t+nY ()} +{Y ()Y (t+7)}]
)

= 9RX<T +3ny( )+3RYX(T>+RY(T)

Rzx(t) = E[Z®)X({t+7)]=E[{3X () +Y ()} X(t+7)]
= E[BXOX(E+7)}+{YO)X(+7)}]
= 3Rx(7') —|—Ryx( )

Rxz(r) = EX(t)Z(t+7)]=EX®{3X(t+7)+Y(t+7)}]

= F{3Xt)X(t+7)}+{XO)Y(t+71)}
= 3Rx(T)+ny( )
Rzy(t) = E[Z{)Y(t+7)=FE[{3X({t)+Y()}Y(t+ 7)]

= EB{3X®)Y(t+7)}+{Y(®)Y(t+7)}]
= 3Rxy(7)+ Ry(r)

Ryz(r) = E[Y®)Z(t+7)]=EY®){3X({t+71)+Y(t+7)}]
= EBY®)X(t+7)}+{Y®)Y(t+7)}]
= 3Ryx(7)+ Ry(7)

&
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

28. X(t) and Y (t) are zero mean jointly wide-sense stationary random process. The random
process Z(t) is

Z(t) = 3X(t)+2Y(t)

Find the correlations Rz(7), Rzx(7), Rxz(7), Rzy(7) and Ryz(t) [?]

Solution:

Ry(r) = E[Z(M)Z(t+7) = E[{3X(t) + 2V 1) H3X(t + 1) + 2V (t + 7)}]
E{OX(H)X(t+7)} + {6X ()Y (¢ + )} + {6X(t+ 7)Y ()} + 4{Y (©)Y (t +7)}]

= 9Rx(7) + 6Rxy(7) 4+ 6Ry x (1) + 4Ry (7)

Rzx(t) = E[ZO)X(t+7)] = E[{3X(t)+2Y ()} X (t + 7)]
E[3X(t)X(t+7)}+2{Y ()X (t+ 7)}]
= 3Rx(7)+2Ryx(7)
Rxz(t) = E[X)Z{t+7)=EXH{3X{t+7)+2Y(t+7)}]
E3Xt)X(t+71)}+2{X)Y(t+ 1)}
= 3Rx(7)+2Rxy(7)

Rzy(t) = E[Zt)Y(t+ 1) = E[{3X(t) 4+ 2Y (t)}Y (t + 7)]
= E[BXt)Y(t+7)}+2{Y(®)Y(t+1)}]
= 3ny(7') + 2Ry(7’)

Ry z(T) E[Y()Z(t+7)] = E[Y (t)
E[{6Y(t)X(t+7)} +2{Y
)

6Ryx(7') + 2Ry(7’

{8X(t+7)+2Y(t+7)}]
DY (¢ +7)}]

29. X(t) and Y (t) are zero mean jointly wide-sense stationary random process. The random
process Z(t) is

Z(t) = X(t)+2Y()

Find the correlations Ry (1), Rzx(7), Rxz(7), Rzy(7) and Ryz(t) [?]
Solution:
Ry(r) = E[Z®)Z(t+7)]=E{X®)+2Y(O)H{X(t+7)+2Y(t+7)}]
[

E{XO)Xt+7)}+2XO) Yt +n)}+2X(t+n)Y()} +H{Y @)Y (t+71)}]
= Rx(T) + 2ny(7') + 2Ryx(7’) + 4Ry(7’)

Rzx(t) = E[ZO)X(t+7)] = E[{X(t)+2Y(t)} X (t + 7)]
E{X)X(t+7)}+2{Y(®)X(t+7)}]
= Rx(’r) =+ QRY)((T)

@
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

Rxz(T) EX(t)Z(t+7)] = E[Xt){X({t+7)+2Y(t+71)}
= E{XO)X(t+7n)}+2{X®)Y(t+1)}]
Rx(T) -+ 2ny(7')
Rzy(t) = E[Z®)Y(t+7)]=E[{X{®) +2Y(t)}Y (t+7)]

)
= E{X0O)Y(t+71)}+2{YO)Y(t+7)}
= ny(T) + 2Ry(7')

Ryz(r) = E[YV()Z(t+7)] = EY(){X(t+7)+2Y(t +7)}]
= E{Y(®)X(t+71)}+2{Y(t)Y(t+7)}]
= Ryx(r)+2Ry(7)

1.4.4 Multiplication of Random Process:

Consider the multiplication of two random independent, jointly wide-sense stationary random precess X ()
and Y(t) is

The mean of W(t) is

The variance of W () is
ofy = BIX@®]EY (1) — pxpy]?
= (0% +uX) (0% + pi )k py
The autocorrelation function of the sum W (¢) is

Rw(r) = E{X@OY@OHXE+7)+Y(+7)}
= EX@O)Xt+1)EYR)Y(t+ 1)
= Rx(T)Ry(T)

30. The random process X (t) is noise with the autocorrelation function

1 —=|r|/tn) —in<T<7N
Rx(7) = { 0 otherwise

The random process Y (t) is independent of X(¢) and has the autocorrelation function

(151 -|)T) —T<t<T
Ry(r) = { 0 otherwise

where T > 7y. The random process Z(t) = X(t) x Y(¢t). For Z(t), find the autocorrelation
function, its total power, its dc power, and its ac power. Is Z(t) wide-sense stationary? [?]

Solution:

0% =10,ux = 0,02 =15, uy = 0, Autocorrelation function Rz(7)

Rz(1) = Rx(1)x Ry(T)

a=h
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

Rz(r) = 15(1—|7]/T) x 10(1 — |7|/7n)
= 150(1 —|7]/T)(1 —|7]/7n)

150(1 — |7|/T)(L = |7|/7n) 7| < 7N
Rz(r) =
0 otherwise

From the above discussions it is observed that
1. The mean of Rz(7) =0
2. Rz(7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Ry () is 150

31. The random process X (t) is noise with the autocorrelation function

_ 1w —irl/rv) —n<T<7N
Rx(r) = { 0 otherwise

The random process Y (t) is independent of X (¢) and has the autocorrelation function
Ry (1) = 18cos(w.t) —o00<7 <00

where 27 /w. > 7. The random process Z(t) = X (t) x Y(t). For Z(t), find the autocorrelation
function, its total power, its dc power, and its ac power. Is Z(t) wide-sense stationary? [7]

Solution:

0% =10,ux = 0,0% =18, uy = 0, Autocorrelation function Rz(7)

Rz(’i') = Rx(’f)XRy(T)

Rz(t) = 15(1 —|7|/T) x 18cos(w,T)
= 180(1 — |7|/T)(cos(w.T))

180(cos(wer))(1 — |7|/T) |7| < 7N
Ry(1) =
0 otherwise

From the above discussions it is observed that
1. The mean of Rz(7) =0
2. Rz(7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Rz(7) is 180
32. The random process X (t) is noise with the autocorrelation function

_Jwa-irl/rv) —n<T<7N
Rx(r) = { 0 otherwise

a=h
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

The random process Y (t) is independent of X (¢) and has the autocorrelation function

sin(wpT)

Ry(r) =13 @n7)

—o00 <7< 00

where 27 /wp > 7n. The random process Z(t) = X (t) x Y(t). For Z(t), find the autocorrelation
function, its total power, its dc power, and its ac power. Is Z(t) wide-sense stationary? [?]

Solution:

0% =10,ux = 0,02 =13, uy = 0, Autocorrelation function Rz(7)

Rz(’i') = Rx(T)XRy(T)

Ry(r) = 10(1—|r|/T) x 1357@BT)
‘ (wBT)

— 13001 — |r|ym)SinwET)

(wBT)

130% a2 (L= |71/T) |7l <7

(wp

Ry (1) =
0 otherwise
From the above discussions it is observed that
1. The mean of Rz(7) =0
2. Rz(7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Rz(7) is 130

33. The random process X(t) and Y(¢) are jointly wide-sense stationary and they are
independent. Given that W (t) = X(¢) x Y (¢) and

Rx —lOexp< |3> -0 <7< 0
Ry ( ) m3sTs3
otherwise

For W (t) find its autocorrelation function, its total power, its dc power, and its ac power. Is
W (t) wide-sense stationary?  [7]

Solution:

0% =10,ux = 0,02 =11, uy = 0, Autocorrelation function Ry (1)

Rw(T) = Rx(T)XRy(T)

Ry(r) = memp( ')x11<3—37|>
= 110€xp<—|7—3|> (3—3IT|>
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1.4. Correlation Functions: Chapter 1. Random-Process[?, 7]

lloeazp( ‘Tl) (—3_?)‘7') IT| < 7N
Rw(7) =
0 otherwise

From the above discussions it is observed that
1. The mean of Ry (1) =0
2. Ry (7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Ry (7) is 110

34. The random process X(t) and Y (¢) are jointly wide-sense stationary and they are
independent. Given that W (t) = X(¢) x Y (¢) and

Rx —12emp< > -0 <7<
—4 <7<

R ( ) 4<r7<4
otherwise

For W (t) find its autocorrelation function, its total power, its dc power, and its ac power. Is
W (t) wide-sense stationary?  [7]

Solution:

0% =12,ux = 0,02 =10, uy = 0, Autocorrelation function Ry (1)

Rw(T) = RX(T>><Ry<7‘)

Rw (1) = 12exp (—Z') x 10 (4 _47-|>
120ezp (—T) (4 _4‘7’>

120eap (- 15) (L) Ir1<a

Ry (1) =
0 otherwise

From the above discussions it is observed that
1. The mean of Ry (1) =0
2. Ry (7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Ry (7) is 120

35. The random process X(t) and Y(¢) are jointly wide-sense stationary and they are
independent. Given that W(t) = X(¢) x Y (¢) and

Rx (1) = 1lexp <—|Z_)—|> —o00 <7<

@
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12(51) —s<r<s

0 otherwise

Ry (r) = {
For W (t) find its autocorrelation function, its total power, its dc power, and its ac power. Is
W (t) wide-sense stationary?  [7]

Solution:

0% =11, ux = 0,02 =12, uy = 0, Autocorrelation function Ry (1)

Rw(T) = Rx(T)XRy(T)

Rw(r) = 1lexp <—?) x 12 <5_57‘>

— 132eap <_|75|> (5 = |r|>

132exp (—%) (—5_5|T|> 7] <5

Ry (1) =
0 otherwise

From the above discussions it is observed that
1. The mean of Ry (1) =0
2. Ry (7) is independent of absolute time, hence it is wide-sense stationary.

Total power or AC power of Ry (7) is 132

&
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1.5. Ergodic Random Processes Chapter 1. Random-Process[?, 7]

1.5 Ergodic Random Processes

Any random process is wide-sense stationarity if it satisfies the conditions like mean and and
autocorrelation function are independent of time. To calculate mean and autocorrelation function of
a random process, it requires an ensemble of sample functions (data records). It is difficult to collect the
data in real time situations. In many real-life applications Its convenient to calculate the averages from a
single data record. This is possible in certain random processes called ergodic processes.

A random process is ergodic if time averages with a sample function equal to ensemble. The avaragieng
of random process is defined as

1 (T2
(x(t)) = Th—{r;oT/T/Qx t)dt
The autocorrelation function for random process z(t) is defined as
1 [T/2
Ozt + ) = lim = / st + 7)dt
T—)OOT —T/Q

36. Assume that the data in the following table are obtained from a windowed sample
function obtained from an ergodic random process. Use(4.73) to estimate the autocorrelation
for =0, 2 and 4 ms, where At = 2ms

x(t) [1.5(21/1.0|22|-1.6 |-2.0|-2.5|25|1.6 |-1.8
k 0 1 2 3 4 5 6 7 8 9

Solution:
Autocorrelation function for discrete sequences is

1 k=N-1—1
rx(i) = w(k)z(k + 1)
k=0

It is given that 7 = 0, 2 and 4 ms, where At = 2ms , when 7 = 0 it is an autocorrelation
when 7 =2 and At =2msi=2/2=1,7=4and At =2msi=4/2=2

' 1 k=N—1—i
rx(i) = —~ > w(k)a(k+i)
k=0
1 k=N-1 1 ,
rx(0) = - Z z(k)z(k) = - [z(k)?]
k=0
= (05 + Q17+ (1.0 + (22 + (~L6P + (<200 + (-25)° + (25)° + (16)° + (1.8’
= 3.736
1 k=N-2
rx(2ms) = x(k)x(k+1)

e
Il
o

(]

= —[(1.5)(2.1) + (2.1)(1.0) + (1.0)(2.2) + (2.2)(—1.6) + (—1.6)(—2.0) + (—2.0)(—2.5)
+ (=2.5)(2.5) + (2.5)(1.6) + (1.6)(—1.8)]

%0[3.15 +21+422-352432+5—6.25+4— 2.88]
—0.700

—_
]

@
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1.5. Ergodic Random Processes Chapter 1. Random-Process[?, 7]

k=N-3

Z z(k)x(k + 2)

=0

—[(1.5)(1.0) 4 (2.1)(2.2) + (1.0)(—1.6) + (2.2)(—2.0) + (—1.6)(—2.5) + (—2.0)(2.5)
(—2.5)(1.6) + (2.5)(~1.8)]
—0.938

—_

rx (4 ms)

_|_
5,_.:)\

37. Assume that the data in the following table are obtained from a windowed sample
function obtained from an ergodic random process. Use(4.73) to estimate the autocorrelation
for 7 =0, 3 and 6 ms, where At = 3ms

x(t) |1.0(22|15|-3.0|-0.5|1.7|-3.5|-1.5|1.6 | -1.3
0 1 2 3 4 5 6 7 8 9

Solution:
Autocorrelation function for discrete sequences is

k N—-1—¢
rX x(k+1)
k=0

It is given that 7 = 0, 3 and 6 ms, where At = 3ms , when 7 = 0 it is an autocorrelation
when 7 =3 and At =3msi=3/3=1,7=06 and At =23msi=6/3 =2

1 k=N-—-1—1i
rx(i) = > w(k)a(k + i)
k=0
k=N-1
re(0) = % w(k)e(k) = % [e(k)?]
k=0
= 110 [(1.0)2 + (2.2)% + (1.5)* + (=3.0)* + (—0.5)% + (1.7)> + (—3.5)* + (—1.5)* + (1.6)* + (—1.3)?]
= 3.898
1 k=N-2
rx(3ms) = - Z x(k)r(k+1)
k=0
= 110[ 1.0)(2.2) + (2.2)(1.5) + (1.5)(—3.0) + (=3.0)(—0.5) + (—0.5)(1.7) + (1.7)(—3.5)
+ (=3.5)(=1.5) + (=1.5)(1.6) + (1.6)(—1.3)]
= —0.353
1 k=N-3
rx(6 ms) = " z(k)z(k+2)
k=0
= 110[(1 0)(1.5) + (2.2)(—3.0) + (1.5)(—0.5) + (=3.0)(1.7) 4 (=0.5)(=3.5) + (1.7)(—1.5)
+ (—3.5)(1.6) + (—1.5)(—1.3)]
= —1.540

@
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1.5. Ergodic Random Processes Chapter 1. Random-Process[?, 7]

38. Assume that the data in the following table are obtained from a windowed sample
function obtained from an ergodic random process. Use(4.73) to estimate the autocorrelation
for 7 =0, 7 and 14 ms, where At = 7ms

x(t) | 1.5/0.4|0.8|03|-04|-1.7]2.0]-2.0|0.8|-0.2
k 0 1 2 3 4 5 6 7 8 9

Solution:

Autocorrelation function for discrete sequences is

1k:N7172'
rx(i) = > a(k)a(k +i)
k=0

It is given that 7 = 0, 2 and 4 ms, where At = 2ms , when 7 = 0 it is an autocorrelation
when 7=7and At =Tms i =7/T=1,7=14 and At =Tms i = 14/7 =2

rx (i) = x(k)x(k +1)

rx(0) =

rx (7 ms)

—~ =
ot
~
—
)
W~
~—
_l_
—~
)
=~
~—
=)
0]
+
—~
=)
oo
~—
—~
<
w
~—
+
—~
<
w
~—~
—~
|
<
1NN
~
+
o
N
IS
~—
T
=
N
~
+
—~
|
=
N |
~—
—~
o
=)
~

rx(14 ms) =

I+
)
(&2 B
22
© = =
<
o
~—
+
—~
|
N
(==}
=
n
e
[N}
=

@
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1.6. Power Spectral Densities

Chapter 1. Random-Process[?, 7]

1.6 Power Spectral Densities

The power spectral density of a wide-sense stationary random process is the Fourier transform of the
autocorrelation function. The distribution of power over range frequencies is described by power power

density spectrum.
Fourier transform pair is

Xr(jw)

zp(t)

_ / er(t)e@lds

—00

1 [ ,
= 271_/_00 Xr(jw)e?*tdw

The power of signal is its square. Averaging the power of the signal z(¢) within a window of width T

is

P 1/T/2 2(1)d
T = = x“(t)dt
T J 7/
= f _OoxT(t)dt
_ 1/00 (t)l/oo (1)eP deodt
= T _OOZ‘T o _OOQS‘T € w
- Oom ('w)l/oox (t)e!* dtdw
T onr ) TV )T
1 o0 ) .
= 3.7 7ooxT(]w)xT(—jw)dw
ap(—jw) = Xp(jw)

Pr =
T/2

X3 (t)ydt =
—T/2

Expectation of the above equation is

1/T/2 Xz(t)dt—l/oo X (jo) 2w
T -T/2 S 2r —c0 ™

1 o
— X (jw)|*d
5 | el

T/2 1 o0 )
2 T/2X2(t)dt] — 5| [ et
T/2 1 o0
[ B = o [ X Gw)Pld
—~T/2 T J—oo
TEX (1) — % [ B X0 () Pl
TRx(0) = o [ BlXr(e)Pld
Rx(0) = = [ Jim B[|Xp(jw)?)dw

2T — oo I'—00

The above equation can be split into two pars as

Rx(0) = 217r/°° Sx (w)dw

Sx(w) = lim B[l X7(jw)?]
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1.6. Power Spectral Densities Chapter 1. Random-Process[?, 7]

39. A PSD is as shown in Figure 1.2 where the constants are a = 55, b =5, w, = 1000 and
w; = 100. Calculate values for E[X?%(t)], the 0% and |ux|.

Sy (@) a
b
0 w-o ®, w0+a: “
Figure 1.2
Solution:
a Sy (@) a
4
—(/uhl—lm,) -, —(m‘ﬂm‘)o w,— o, @, mﬁw,’ “
Figure 1.3
wo —wyp = 1000 — 100 =900
wo +w; = 1000+ 100 = 1100
(Wo +w1) — (Wo —w1) = 1100 — 1000 = 200

The given spectrum is in the triangular form, its base is 200 and its height is 5 and it also has a = 55.
The modified two sided spectrum is redrawn and is as shown in Figure 1.3. The x axis is w radians/sec.
The Autocorrelation function is

Rx(0) = E[X?(t)] = Area under PSD = Area of impulse + Area of Triangle

= 2X Area of impulse + Area of Triangle]

1

ol
1 oo

= ok =— Sx (w)dw

_ <55 + ;(5)(200)>
6

x| = 0
40. A PSD is as shown in Figure 1.2 where the constants are a = 450, b =6, w, = 10,000 and

w1 = 1000. Calculate values for E[X?(t)], the % and |ux]|.

Solution:
The given spectrum has the following details constant a = 450
wo —wyp = 10,000 — 1000 = 9900
Wo + wy 10000 + 1000 = 11000
(Wo +w1) — (Wo —wi) = 11000 — 9000 = 2000

The signal magnitude is b = 6

@
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1.6. Power Spectral Densities Chapter 1. Random-Process[?, 7]

Autocorrelation function is

Ry(0) = EW%M=U§=:1/WSAW¢0

2 1
= = (450 + =(6)(2

o ( 50+ 5(6)( 000)>
= 2053.0988

lux| = 0

41. A PSD is as shown in Figure 1.2 where the constants are a = 72, b = 4, w, = 1000 and
w1 = 50. Calculate values for E[X?(t)], the 0% and |ux]|.

Solution:

The given spectrum has the following details constant a = 72

wo —w; = 1000 — 50 =950
wo +wip = 1000+ 50 = 1050
(Wo +w1) — (wo —w1) = 1050 — 950 = 100

The signal magnitude is b = 4
Autocorrelation function is

Rx(0) = B0 =0k =5 [ Sclds

27 J_o
2 1
= — (724 =(4)(100
o (72 50000
= 86.5803
x| = 0

42. A PSD is as shown in Figure 1.4 where the constants are a =3, b=15, w; =8 and wy = 12.
Calculate values for Rx(0), the variance and p/%.

Sy (@)
a
b
-0, —o 0 0 o >
Figure 1.4
Solution:
wp = 8
Wy = 12
w2 — W = 12—-8=14

@
Dr. Manjunatha P Prof., Dept of ECE, JNN College of Engg Shimoga manjup.jnnce@gmail.com 9964378365 @1



1.6. Power Spectral Densities Chapter 1. Random-Process[?, 7]

The given spectrum is in the rectangular form, its base is 4 and its height is 5 and it also has a = 3 at
w = 0. The z axis is w radians/sec. The Autocorrelation function is

Rx(0) = E[X?(t)] = Area under PSD = Area of impulse + Area of Rectangle

1
= 2—[147“6@ of impulse + Area of Rectangle]
T

1 oo
= ,u?x—kag(:/ Sx(w)dw
2m J_
1

= —(3+2[(5)(12-38
5 (34 2[05)( )])
= 6.8437
3
wik = — =04775
T
0% = Rx(0)— p3 = 6.8437 — 0.4775
= 6.3662

43. A PSD is as shown in Figure 1.4 where the constants are a =5, b=3, w; =7 and wy = 13.
Calculate values for Rx(0), the variance and p%.

Solution:

The given spectrum has the following details constant a = 5

UJ1:7

w2

Wz — w1

13
13-7=6

The signal magnitude is b = 3
Autocorrelation function is

1 o
Rx(0) — u§(+a§(=%/ S (w)dw

- Lsromaz—1)

2w
= 6.5254
3
i = — =0.7958
T
0% = Rx(0)— p3 = 6.5254 — 0.7958
5.7296

44. A PSD is as shown in Figure 1.4 where the constants are a =4, b=3, w; =9 and wy = 14.
Calculate values for Rx(0), the variance and p%.

Solution:

The given spectrum has the following details constant a = 4

wp = 9
wy = 14
Wy — W1 = 14-9=5

The signal magnitude is b = 3

@
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1.6. Power Spectral Densities Chapter 1. Random-Process[?, 7]

Autocorrelation function is

1 oo
Rx(0) = ,u?x—i—ag(:%/ Sx (w)dw
)

1
= —(4+203)(14-
5 (412(3)(14-9)
= 5.4113
3
2 = _—=
Wk = 5 = 06366
0% = Rx(0)—p% =5.4113 — 0.6366
= 4.7746

45. A PSD is as shown in Figure 1.5 where the constants are a = 5, w, = 100 and w = 8.
Calculate values for Rx(0), the variance and |ux]|.

Sy (@)
-
a 2w
-, 0 , >
Figure 1.5
Solution:
The given spectrum has the following details
w = 8
2w = 16

The signal magnitude is a = 5
Autocorrelation function is

mwzzﬁzl/w&@w

2 J_ &
2
= —(5(16
- (5(16))
= 25.4648
ux = 0

46. A PSD is as shown in Figure 1.5 where the constants are a = 3, w, = 150 and w = 7.
Calculate values for Rx(0), the variance and |ux]|.

Solution:

The given spectrum has the following details

w = 7
2w = 14

The signal magnitude is a = 3

@
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1.6. Power Spectral Densities Chapter 1. Random-Process[?, 7]

Autocorrelation function is

Rx(0) = o% = 27r/OO Sx (w)dw

1
px = 0

47. A PSD is as shown in Figure 1.6 where the constants are ¢ = 4, w, = 125 and w = 6.
Calculate values for Rx(0), the variance and |ux]|.

Solution:
The given spectrum has the following details
w = 6

2w = 12

The signal magnitude is a = 3
Autocorrelation function is

1 o
Rx(0) = 03(:/ S (w)dw
2 J_ &
2

= — (4(12
2 (112))

= 15.2789
wx = 0

48. A PSD is as shown in Figure 1.6 where the constants are a = 300, b = 10, wy; = 100.
Calculate values for Rx(0), the variance and |ux]|.

Sy ()
a
<« b
—Wy 0 Wy >
Figure 1.6
Solution:
The given spectrum has the following details
—wyp +wy = 1004 100 = 200

The signal magnitude is a = 300, b = 10

@
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1.6. Power Spectral Densities Chapter 1. Random-Process[?, 7]

Autocorrelation function is
1 o
Rx(0) = % +0% = / S (w)dew
27 J_ o

— (300 + (10)(200))

2
2000
2
= T —318.3099
ox 2w
300
2
= T =47.7465
Hx o
lux| = 6.9099
0% = Rx(0)— 0% = 318.3099 — 47.7465 = 366.0564

49. A PSD is as shown in Figure 1.6 where the constants are a = 200, b = 20, wys = 80.
Calculate values for Rx(0), the variance and |ux]|.

Solution:

The given spectrum has the following details
—wpy Fwy = 80+ 80 =160

The signal magnitude is a = 200, b = 20
Autocorrelation function is

Rx(0) = Mx+Ux—/

1
= - (200+ (20)(160)

= 541.1268
300
2
= = 47.74
13 T = 417465
lux| = 6.9099

0% = Rx(0)— p3% = 541.1268 — 31.8310 = 509.2958

50. A PSD is as shown in Figure 1.6 where the constants are a = 300, b = 15, wy = 75.
Calculate values for Rx(0), the variance and |ux]|.

Solution:
The given spectrum has the following details
—wp +wy = 75475 =150

The signal magnitude is a = 300, b = 15
Autocorrelation function is

Rx(0) = pk +ox = /
1
= (300 + (15)(150))
= 405 8451
300
I = 47.7465
o
lux| = 6.9099

0% = Rx(0)— p%k = 405.8451 — 47.7465 = 358.0936
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1.7. Weiner-Khinchin Relations Chapter 1. Random-Process[?, 7]

Rx (1) Sx(w)

1 COSWT T[0(w — we) + 0w + we)]

2 d(7) .

3 cxp(—alr]) a >0 it
T(A—|7|)T) —-T<r<T 2 ( sin(wT/2) >

4 { 0 otherwise T ( wI/2 )

) (wp /) WBT { 0 otherwise

1.7 Weiner-Khinchin Relations

Weiner-Khinchin Relation states that the PSD and the autocorrelation function for wide-sense stationary
random process are Fourier transform pair:

Sx(w) = / Rx(1)e 9% dr
—00
Rx(r) = % / S (w)ed do

Let a rectangular function of time 7 be

T(1—|7r|/T) —-T<7t<T
0 otherwise

51. Use the property of an integrated unit-impulse function. (E.3; see Appendix E) to verify
the property item 1 in table 4.1.

Solution:
Sx(w) = 7[d(w—we) +d(w+ we)]
Show that
Rx(1) = cosw.t

It is given that

Based on the above relation

1 [ ot 1 [ ,
— Sx(w)e’"dw = — [0 (w — we) + 6w + we)]e?“ T dw
27 /_Oo 27 J_ o c c
1. . ,
— 5 [e]wcT + e—jwcT]
= COSW.T

52. Use the property of an integrated unit-impulse function. (E.3; see Appendix E) to verify
the property item 2 in table 4.1.

Solution:

Sx(w) = 1

@
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Show that

It is given that

Based on the above relation

/ Rx()e 7“dr —/ §(T)e ¥ dw = €°

53. Use the property of an integrated unit-impulse function. (E.3; see Appendix E) to verify

the property item 3 in table 4.1.

Rx(1) = exp(—alr|)a>0
Show that
2a
S J—
x(@) w? + a?

Solution: It is given that

Based on the above relation

0 oo )
Sx(w) = / e eIV 4+ / eTeIWt
0o oo
0 00
— / (a—jw) Tdr + / e—(a+jw)7d7_
0
(a—jw)T e(a+jw)7' &
T | (a—jw) (a+ jw) .
1 2a

(a — jw) (a+jw) (a® +w?)
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1.7. Weiner-Khinchin Relations Chapter 1. Random-Process[?, 7]

Multiplication of Two Random Process
Consider a two random process X (t) and Y (¢) have the autocorrelation functions Rx(7) and Ry (7),
multiplication of two random process is

The multiplication of autocorrelation functions is

Ry (1) = Rx(7)Ry (7)

Sw(w) = /OO Rx(7)Ry (1)dr

— 00

o] 1 oo . .

= / Rx(7) (/ Sy(u)QJUTdU> e YTdr
1 oo o0 .

- = /_ S /_  Rx(nerdr

1 [ 1
= 5 /OO Sy (u)Sx (w — u)du = %Sx(w) * Sy (w)
56. The random process X(¢) and Y (¢) have the autocorrelation functions
Rx(r) = 7D and Ry (7) = 5c0s(6007)

If Z(t) = X(t)Y (t), and if X(¢) and Y (¢) are independent , what is the PSD for Z(t) ?

Solution:

Rx(r) = (7101
20
Sxw) = 500

Ry (1) = 5cos(6007)

Sy(w) = b5m[d(w — 600) + d(w + 600)]

1
Sz(w) = %Sx(w)Sy(w)
L (™ 5o 600) + 6w — 1 + 600)] ———q
= — m[d(w —u — w—u —————du
27 J_ oo u? + 100
1 1

= 50
<(w ~600)2 1100 (w + 600)2 + 100)

57. The random process X(¢) and Y (¢) have the autocorrelation functions
Rx (1) = 17D and Ry () = 6¢os(4007)
If Z(t) = X(t)Y(¢), and if X(¢) and Y (t) are independent , what is the PSD for Z(t) ?

Solution:

@
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1.7. Weiner-Khinchin Relations Chapter 1. Random-Process[?, 7]

Rx(r) = e(7101D
20

Sxw) = 5100

Ry (1) = 6cos(4007)

Sy(w) = 6m[d(w —400) + 6(w + 400)]

Sy(w) = %sx(msy ()

1 [ 20
= — w[d(w —u —400) + §(w — u +400)| ——=
5 /_Oo 67 [0( u — 400) + &( u 00)]u2 1Oodu

1 1
= 60
((w T 400)% + 100 (w + 4002 ¢ 100)

58. The random process X(¢) and Y (¢) have the autocorrelation functions
Rx(r) = e and Ry (r) = 7cos(5007)
If Z(t) = X(t)Y(t), and if X(¢) and Y (¢) are independent , what is the PSD for Z(¢) ?

Solution:

Rx(r) = e(—107))
20
Sx@) = 50

Ry (t) = Tcos(5007)

Sy (w) = 7r[d(w —500) + §(w + 500)]

Sz(w) = %Sx(w)Sy(w)

1 [ 20

1 1
= 70
((w T500)% + 100 | (w + 5002 + 100)

59. A bandlimited wide-sense stationary random process X(¢) has the PSD

[ Teos(mw/2wpr) —wnm <w <wpy
Sx(w) = { 0 otherwise

A carrier random process C(t) which is independent of X (t), is

C(t) = V60cos(wct + O)

@
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1.7. Weiner-Khinchin Relations Chapter 1. Random-Process[?, 7]

where wo > wys, and where O is a random variole uniformly distributed between +x. If
Y (t) = X(t)C(t), what is the PSD for Y (¢) ?

Solution:

C(t) = V60cos(wct+ ©)
Re(1) = 30cos(weT)
Sc(w) = 307[d(w—we) + d(w + we)]
Sx(w) = Teos(muw/2war)

Sv(@) = 5-Sx(w)xSolw)
= % _OO Tcos(mu /2w )307[d(w — u — we) + d(w — u + we)|du

= 105cos(m(w — we)/2wpr) + 105cos(m(w + we) /2war)

60. A bandlimited wide-sense stationary random process X (t) has the PSD

[ 5cos(mw/2whr) —wy <w <wy
Sx(w) = { 0 otherwise

A carrier random process C(t) which is independent of X (?), is
C(t) = v200cos(wct + O)

where we > wys, and where © is a random variole uniformly distributed between +7. If
Y (t) = X(t)C(t), what is the PSD for Y (¢) ?

Solution:

C(t) = Vv200cos(wct + O)
Ro(1) = 100cos(weT)
Sc(w) = 1007[d(w — we) + 6w + we)]
Sx(w) = 5cos(muw/2wpr)

Sy(w) = %SX(W) * Sc(w)
- % /_Z 5cos(mu/2wpr) 1007 [§(w — u — we) + 6(w — u + we)]du

= 250cos(m(w — we)/2war) + 250cos(m(w + we) /2war)

61. A bandlimited wide-sense stationary random process X(¢) has the PSD

| 6cos(mw/2wp) —wm <w <wum
Sx(w) = { 0 otherwise

A carrier random process C(t) which is independent of X (t), is

C(t) = V34cos(wet + O)

&
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1.7. Weiner-Khinchin Relations Chapter 1. Random-Process[?, 7]

where wo > wys, and where O is a random variole uniformly distributed between +x. If
Y (t) = X(t)C(t), what is the PSD for Y (¢) ?

Solution:

C(t) = V34cos(wet + O)
Re(1) = 17cos(weT)
Sc(w) = 1Tr[d(w — we) + §(w + we)]
Sx(w) = 6cos(muw/2wyr)

Sv(@) = o-Sx(w)xSolw)
= % h 6cos(mu/2wpr)1Tr[d(w — u — we) + 0(w — u + we)|du

= bleos(m(w —we)/2war) + 5lcos(m(w + we) /2war)

62. The wide sense stationary random process X () has a PSD that is a constant 5 x 107612
when |f| < 1kHz and is 0 otherwise. The random process Y (t) = 10cos(w,t + ©) V where
fo = 100KHz and O is uniformly distributed between +7. X(¢) and Y (¢) are independent
Z(t) = X(t)Y(t). What is the PSD for Z(t)?

Solution:
Y(t) = 10cos(wot + O)

Ry (1) 50c0s(w,T)
Sy (w) = 50m[0(w — wy) + d(w + wo)]

Sy(w) = ;Tr/_oo S (1) * Sy ()

_ % /_Z S (w) Sy (w — u)du

o0

1
= 5 5 x 1070 x 507 [0(w — u — w,) + 6(w — u + w,)]du
™ —0o0

= 125 x107%V* |+ w, —w| < 27 x 103

63. The wide sense stationary random process X (¢) has a PSD that is a constant 7 x 107512
when |f| < 0.9kHz and is 0 otherwise. The random process Y (t) = 8cos(wot + ©) V where
fo = 100KHz and O is uniformly distributed between +7. X(¢) and Y (¢) are independent
Z(t) = X(t)Y(t). What is the PSD for Z(t)?

Solution:

Y(t) = 8cos(wot+ O)
Ry (1) = 32cos(w,T)
Sy(w) = 327[0(w — wo) + 0(w + wo)]

&
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1.7. Weiner-Khinchin Relations Chapter 1. Random-Process[?, 7]

Sy(w) = 217r/oo S () * Sy (w)
= ;Tr/_(:SX(u)Sy(w—u)du
1 o

= 7% 1075 x 3270 (w — u — wo) + 6(w — u + w,)]du

21 J oo

= 112x107V* | +w, —w| <27 x 103

64. The wide sense stationary random process X (¢) has a PSD that is a constant 6 x 107612
when |f| < 1.1kHz and is 0 otherwise. The random process Y (t) = 9cos(w,t + ©) V where
fo = 100KHz and O is uniformly distributed between +7. X(¢) and Y (¢) are independent
Z(t) =X ()Y (t). What is the PSD for Z(t) ?

Solution:

Y(t) = 9cos(wot + O)
Ry (1) = 40.5cos(w,T)
Sy (w) = 40.57[0(w — wy) + d(w + wo)]

Sy(w) — ;ﬁ/_oo S (1) * Sy ()
_ ;{[ZSX(u)Sy(w—u)du

1 o0
— 2/ 6 x 1075 x 40.57[0(w — u — wo) + 6 (w — u + w,)]du
™ —0o0

= 121.5x107%V? |+ w, —w| < 27 x 103

&
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1.8. Linear Systems: Chapter 1. Random-Process[?, 7]

1.8 Linear Systems:

Consider a signal z(t) is passed through a filter with h(t), then the output of the filter y(t) is expressed as

y(t) = /OOO h(u)x(t — u)du

where h(t) is the impulse response of the system. Also above mentioned equation represents the convolution
operation between input signal z(t) with h(¢). The laplace transform the above system is

Y(s) = H(s)X(s)

where X (s) and Y'(s) are the Laplace transforms of the input signal x(¢) and output ¢(¢) signals.
The above relation is applied for the random process X (¢) and which expressed as

y(t) = /000 h(u) X (t — u)du

1.8.1 The mean of Y (¢):

The mean of the output random process is

The Laplace transform of h(t)

1.8.2 Cross-Correlating Y (¢) and X (t):

Consider a two random process X (t) and Y (¢) are wide sense stationary. When we consider both the
random process it is called as jointly wide sense stationary. Then their cross-correlation function is defined
as

Rxy(r) = E[X@)Y(t+71)]= /000 h(w)E[X ()X (t+ 71— u)|du
Ryy(r) = /0 " h(w)Rx(r — u)du

Sxy(jw) = /000 h(u) /OO Rx (1 — u)e “"drdu

—0o0

Letv=7—1u

Sxy(jw) = /000 h(u)e 7@v /OO Rx (v)e 7*Vdv
= H(jw)Sx(w)

&
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1.8. Linear Systems: Chapter 1. Random-Process[?, 7]

1.8.3 Autocorrelation of Y (t):

Ry(r) = EY(®)Y(t+7)]

— /Oo h(v) /OO h(w)E[X(t —v) X (t+ 7 — u)dudv
0 0

_ /OOO h(v) /Ooo h(u) Ry (7 + v — w)dudv

Sy (w) = /OOO h(v) /OOO h(uw) /OO Rx (1 + v — u)e “Tdrdudv

—0o0

Letw=7+v—u

Sy (w) = /000 h(v)el*Vdv /OOO h(u)e=Iww /OO Rx (w)e 7 dw

= H(—jw)H(jw)Sx(w) -
= [H(jw)*Sx(w)

ah
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1.8. Linear Systems: Chapter 1. Random-Process[?, 7]

65. Suppose in a given application

aKe ™ 172>0

Rxy (1) =
0 <0
aK
Sxv(Jj =
xy () Jw+ta
What are Ry x(7) and Syx(jw) in this case? Interpret your results. [7]

Solution:

We Know that

aKe®™ >0
Ry x(7) =
0 7<0
And also
aK
S ] = Syv(jw) = ——m—
yx (jw) vx (jw) —jo+ta

66. Suppose that the PSD input to a linear system is Sx(w) = K. The cross-correlation of
the input X (¢) with the output Y (¢) of the linear system is found to be

e T43e7 >0
ny(7'> =K
0 7<0

What is the power filter function |H(jw)[*? . [?]

Solution:

If Sx(w) = K then

Rx(1) = Koi(r)

Ray(r) = /0 bW R (r — u)du

Rxy(r) = K 000 h(u)o(T — u)du

= Kh(r)
Similarly
et+3e2 >0
h(t) =K
0 t<0
1 3 (s+2)+3(s+1) 4s+5

H(s) =

s+1+s+2: (s+1)(s+2) T 24 3s5+2

&
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1.8. Linear Systems: Chapter 1. Random-Process[?, 7]

. Jjdw +5
H = 2= °
(je) —w? + 3jw + 2
16w? + 25
H(jw)|? = ———
H ()] wt + b2+ 4

67. Suppose that the PSD input to a linear system is Sx(w) = K. The cross-correlation of
the input X (¢) with the output Y (¢) of the linear system is found to be

3¢ T+e 2 >0
Rxy(1) =K
0 T<0

What is the power filter function |H(jw)[?? . [?]

Solution:

If Sx(w) = K then

Rx(r) = Ko(r)

Rxy(r) = /000 h(uw)Rx (T — u)du

Rxy(r) = K 000 h(u)o (1T — u)du

= Kh(r)
Similarly
Bet+e 2 >0
h(t) =K
0 t<0
H(s) = 3 n I 3(s+2)+(s+1)  4s+7

s+1 s+2  (s+1)(s+2)  s2+3s5+2

: jdw + 7
H _——
(je) —w? 4+ 3jw+2
16w? + 49
H(jw)]* = 5
[H ()] w4+ 5w? +4

68. Suppose that the PSD input to a linear system is Sx(w) = K. The cross-correlation of
the input X (¢) with the output Y (¢) of the linear system is found to be

272" 43¢ T >0
Rxy(r) =K
0 7<0

What is the power filter function |H(jw)[*? . [?]

&
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1.8. Linear Systems: Chapter 1. Random-Process[?, 7]

Solution:

If Sx(w) = K then

Rxy(r) = /000 h(u)Rx (T — u)du

Rxy(r) = K Ooo h(w)d(T — u)du

= Kh(r)
Similarly
2e t+3et t>0
h(t) = K
0 t<0
2 3 2 1)+ 3 2 55+ 8
H(s) — N _ 2+ 1) +3(s+2)  5s+
s+2 s+1 (s+1)(s+2) s2+3s+2
. Jow + 8
H - Jwre
(jeo) —w? 4 3jw+ 2
25w* 4 64
Hjw)? = —/———
H ()] Wi 150?14

69. The PSD of the random process X (¢) and the transfer function of a network are

1 s
Sx @) = oo @4 H) = 537070 + 9000)
Y(s) = H(s)X(s). Find py, Sxy(jw) and Sy (w) .  [?]

Solution:

Sx(w) doesn’t have any dc component (unit impulse function) when w = 0, hence
px = 0
Also the relation is

py = pxH(0)=0

Sxy(jw) = H(jw)Sx(w) ‘
jw

(w? + (100)2)(jw + 10) (jw + 9000)

Sy(w) = |H(jw)[*Sx(w)

w2

(w? + (100)?)(w? 4 (10)2)(w? + (9000)?)
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1.8. Linear Systems: Chapter 1. Random-Process[?, 7]

70. The PSD of the random process X (t) and the transfer function of a network are

1 S
Sx(W) = rmoz ™ )= 59y + 100009
Y(s) = H(s)X(s). Find py, Sxy(jw) and Sy (w) .  [?]

Solution:

Sx(w) doesn’t have any dc component (unit impulse function) when w = 0, hence
px = 0
Also the relation is

py = pxH(0)=0

Sxy(jw) = H(jw)Sx(w) '
jw

(w? + (80)2) (jw + 9)(jw + 10000)

Sy(w) = [H(jw)[*Sx(w)

w2

(w? + (80)2)(w? + (9)2)(w? 4 (10000)2)

71. The PSD of the random process X (t) and the transfer function of a network are

1 s
Sx(@) = o ™4 H) = 506 £ 11000)
Y (s) = H(s)X(s). Find uy, Sxy(jw) and Sy (w) .  [?]

Solution:

Sx(w) doesn’t have any dc component (unit impulse function) when w = 0, hence
px = 0
Also the relation is

py = pxH(0)=0

Sxy(jw) = H(jw)Sx(w) .
jw
(@? + (70)2) (jw + 10)(jo + 11000)

Sy(w) = [H(jw)[Sx(w)

w2

(w? 4+ (70)2)(w? + (10)?)(w? 4 (11000)?)
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